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Abstract 

In this paper a DAE formulation is used to model 
the behaviour of constrained robotic systems. This 
formulation allows to specify in an easy and clear way 
the constrained behaviour of a robotic system. 

In order to better understand DAE systems some key 
concepts in analytic and numerical solution of DAE 
are presented. Once DAE properties and its aplication 
ta Constrained Robotics Systems have been studied, a 
complete characierization of singularities appearing in 
the madel are presented far a class of constrained robotic 
systems. 

Finally, the work is completed with a set of simulations 
in arder to validate numerically the thearetical develop­
ments. 

Keywords: Constrained Robotics, Singularities, 
Dynamics, Kinematics, Simulation 

1 Introduction 

Constrained robotic systems are those in which the 
movement of the end effector or of any point of the 
kinematic chain is restricted to holonomic or non­
holonomic constraints. These systems are an open 
research topic in modeling [Unseren & Koivo, 1989; Li 
et al., 1991; Harris, 1986] simulation [Murphy et al., 
1990; McMillan et al., 1994; McMilla~ et al., 1994] 
and control [Paljug et al., 1994; Nakamura et al., 1989; 
Schneider & Cannon, 1989; Laroussi et al., 1988]'areas, 
This work deals with modeling and simulation through 
a differential-algebraic approach. 

Simulation of constrained robotics systems is a 
current research topic in both applied mathematics 
and mechanical engineering fields. One of the most 
used tools in this context is the Lagrange multipliers 
method which allows a quite simple formulation but 
leads to complex resolution with numerical problems 
[EIlis & Ricker, 1994]. Other methods based on the 
elimination of sorne differential equations have simpler 
implementation but they do not seem very rigorous 
[Murphy et al., 1990]. This last approach and many 
others like the Reduction Transformation approach 
[McClamroch, 1986] manipulate the initial differential­
algebraic models to obtain purely differential models. 
As will be shown, the obtained mogels are of such 
complexity they hide underlying physical laws, make 
the system analysis difficult and generate numerical 
problems due to the introduction of constraints into 
the differential model. These approaches are usually 
formulated over Configuration Space (C) following the 
classical Lagrange formulation, but recently Lilly [Lilly, 
1993] has developed a method based on the Operational 
Space which has proved to be very efficient and can 
be implemented on parallel machines to work in real­
time [McMillan et al., 1994]. This method is used for 
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the simulation of multi-robot systems and it is also 
applicable when one or several arms are in a singular 
configuration [Murphy et al., 1990J. This point is of 
great interest since other methods cannot deal with this 
situation. A drawback of the method is the need of 
complex algorithms to simulate system behavior. 

In this work a formulation based on the differential­
algebraic system theory is presented [McClamroch, 
1986J. This formulation differs from the classical 
Lagrange method in the interpretation and resolution 
methodologies, although the initial equation set is 
exactly the same in both cases. In the Differential­
Algebraic Equation (DAE) formulation the equation 
set is considered as a differential equation over the 
manifold defined by the constrains. This kind of 
systems are not directly integrable by classical Ordinary 
Differential Equation (ODE) solvers [Harier et al., 
1991 J, although they can be integrated by Differential­
Algebraic Equation (DAE) solving methods [Brenan et 
al., 1989J. In this line DAE solvers have been used to 
simulate multibody systems [Fuhrer & Leimkuhler, 1991; 
Simeon et al., 1994J and the DAE formulation leads to 
a simple modeling methodology in contrast with other 
methods which have their principal drawback in their 
complexity. 

The use of a general purpose tool like the DAE 
systems is of great interest due to the fact that the 
that same theory can be used to understand, analyze 
and control the system behavior [Sira, 1992; Kumar 
& Daoutidis, 1995; 1kGlamroch, 1990; Krishnan & 
McClamroch, 1993; Yim, 1993J. DAE solvers are an 
open research topic, and the parallel and real-time 
algorithms are sorne of their most interesting aspects. 
These solvers will allow simulation of DAE systems 
in real-time environments without the need of further 
analysis or model modification. 

The simplicity of this approach allows it to be used 
in robotic cell simulators where every body has its 
own model. When interaction between different bodies 
occurs, only the introduction of a new set of equations 
representing the interaction between the involved bodies 
is needed [Yen, 1995J. Other methods could not handle 
this problem in such a simple way. 

In the next sections the on modeling and simulation of 
constrained robotics systems following a DAE approach 
is presented. First of all some basic theory on DAE 
systems is introduced, then sorne topics dealing with 
robust numerical formulation are presented, and finally 
the obtained results are used to formulate models for 
a class of constrained robotics systems. These models 
are analyzed and their singularities are characterized. In 
addition to the theoretical results, the simulation of sorne 
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constrained robotics systems is presented at the end of 
the papero 

2 DAE Basic Theory 

Defirútion 1 A DAE system is a set of differential 
equations which can be expressed in general form as: 

'Y (t, X, x, u) = O (1) 

where 'Y: ~R1+2n+m -> ~Rn, ~ is singular (i.e. Rank 

{~} < n), x E 2Rn
, and u E ~Rm. u is the input to the 

system. 

Remark 1 If ~ is nonsingular, the implicit differential 
equation (1) can be formally converted into an ordinary 
differential equation. 

There exists a theory for linear DAE systems [Brenan 
et al., 1989; Dai, 1989], but that is not the case for 
general nonlinear systems. The linear DAE theory, 
based on the pencil l analysis, is of great interest in 
numerical analysis of nonlinear DAE system due to thc 
fact that they are locally linearized during the numerical 
integration process. 

Present knowledge of nonlinear DAE system is limited 
to sorne morphologies, the most typical of which are 
presented in Table 1. 

2.1 DAE Index 

Definition 2 The differential index of a DAE system 
is the minimum number of times that all or part of the 
implicit differential equation (1) must be differented with 
respect to t in order to determine x as a continuous 
function W of t, x, u. 

Definition 3 x = W (t. x, u) lS called the underlying 
ODE of the DAE. 

Remark 2 In nonlinear systems, the differential index 
and the underlying ODEs of a nonlinear DAE system are 
local properties. 

Table 2 shows the relation between the differentiRl 
index and the morphology of some nonlillear semi­
explicit DAE systems. In order to determine the indcx 
of a DAE, this is differented with respect to t until 
the underlying ODE is obtained. During this process 
a matrix needs to be inverted to make the ODE explicito 

1 Por a system in the form A (t) x (t) + B (t) x (t) = f (t), where 
A (t) and B (t) are m x n matrices, the matrix pencil is defined as 
AA (t) + B (t), A being a complex parameter. 
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consto 
{ y (t) + B lly (t) + B l2 Z (t) = fl (t) 

B 2ly (t) + B 22 Z (t) = f2 (t) 
sem't 
explicit time { y (t) + Bll (t) Y (t) + B l2 (t) z (t) = fl (t) 

linear varo B 2l (t) Y (t) + B 22 (t) z (t) = f2 (t) 

fully { consto {Ax(t)+Bx(t) =f(t) 

implicit 
time 

{A(t)x(t)+B(t)x(t) =f(t) 
varo 

general 
{ f(t~y(tLz(tLy(t))=O 

O = g(t~y(t) ~z(t)) 
sem't 
explicit linear { ~{t) = f(t~y(t) ~z(t)) 

nonlin. derivo =g(t~y(t)~z(t)) 

fully { general {f(t~x(t) ~x(t)) = O 

linear 
\ 

implicit 
derivo 

{A(t~x(t))x(t) +f(t~x(t)) = O 

Table 1: Typical Homogeneous DAE Morphology with x (t) = [y (t) ~ z (t)f 

I Index I DAE system x Condition det{p} i= O 

y - r{t~y~w:u) [y~wf det{ 8~T } i= O I -
O - g(t~y:w~u) -

y - r{t:y:w:u) [y~wf det{ ::1' . /;:T } i= O II -
O - g (t:y) -

y - r{t:y:z:u) -
III z - k(t:y:z:w:u) [y:z:wf det{ ~. 8r . 8k } i= O 

- 8y 8zT 8wT 

O - g (t: y) -

Table 2: Semiexplicit Homogeneous DAE morphology and Index. 
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This matrix is called the reduction index matrix (p) of 
the DAE. If p is singular it has no inverse and it is not 
possible to obtain the underlying ODE. The condition 
for p to be full range is presented in Table 2 for sorne 
nonlinear semi-explicit DAE systems. 

Although the differential index is the most often used, 
there are other DAEs-related indices like the pertur­
bation index [Hairer et al., 1989]. The perturbation 
index describes the continuity of the solutions x of 
,(t, X, x, u) = 8(t) as 8(t) - O. The perturbation in­
dex is equal to or greater than the differential index for 
many classes of DAEs. In the following, index always 
refers to differential indexo 

The DAE index is of great interest in order to 
determine the complexity of a DAE and if DAE solver s 
can be applied to it. 

2.2 Canonical Forms 

Most analysis and results of DAE system theory are 
related to certain forms. Owing to it, the most important 
forms and their relation to the DAE index are presented 
in this section. 

Definition 4 The Hessenberg form of size r of a DAE 
is: 

o 

,1 (t,XI,X2,'" ,Xr ) 

,2 (t,XI,X2,'" ,Xr-t) 

(2) 

with X [XI,X2,'" ,Xr]T and matrix 

(~) (8Jr_ 1
) .•• (2::i:L) (fu) nonsingular. 8Xr -l 8Xr -2 8Xl 8xr 

Theorem 1 [Brenan et al., 1989] Assuming ,i (i 
1, 2, ... , r) is sufficiently differentiable, the Hessenberg 
form of size r is solvable and has index r. 

Remar k 3 As will be shown later, most mechanical 
systems and, in particular constrained robotic systems, 
can be expressed in Hessenberg form of size 3 and if its 

reduction index matrices (p = (g~!) (g~~) (g~~)) are 
nonsingular, this DAE will be index 3. Most constrained 
robotic systems have configurations where pis singular, 
so these systems are only locally index 3. 

Definition 5 The Standard Canonical Form of a DAE 
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is: 

Xl 

( (t,xI,X2)X2 

with X = (Xl, X2)T. 

,1 (t, Xl) 

X2+~ (t,XI) (3) 

Definition 6 The Triangular Chain Form of size r of a 
DAE is: 

,1 (t, X¡, Xl) O 

,2 (t,X¡'X2,XI,X2) O 

O (4) 

with X = [XI,X2,···,xr ]T and,i (i = 1,2,···,r) is 
either an implicit ODE, a Hessenberg form DAE or a 
Standard Canonical Form DAE. 

Theorem 2 [Brenan et al., 1989]1hangular Chain Form 
DAEs are always solvable. 

3 Numerical 
ches 

Solution Approa-

Two main approaches to numerically solve DAE systems 
have been proposed. The first one consist in obtaining 
an ODE with the same DAE's behavior. The second one 
reformulates the DAE in such a way that available DAE 
solvers can deal with it. 

Another problem in DAE integration are the initial 
conditions, since most DAE solvers need a consistent 
initial set of constraints. Although algorithms to 
obtain consistent initial conditions for sorne classes of 
DAEs exist [Brown et al., 1995; Gracia & Pons, 1992; 
Pantelides, 1988], this point can be hard for sorne type of 
DAE systems and in the general case it must be manually 
obtained by using sorne kind of heuristic. This problem 
is not of great relevance in mechanical systems if static 
initial conditions are considered; in this cases only the 
inverse kinematics needs to be solved. 

3.1 ODE Approach 

There are several methods for obtaining an ODE from 
a DAE. In order to show how these methods can be 
applied the following explanation will be centered on 
mechanical systems. Since most mechanical systems are 
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second order they can be expressed in the form: 

y 

z 

o 

z 

A- 1 (y) [h (y, z, u) +"GT (y) f] 
g(y) 

(5) 
(6) 
(7) 

where y is the vector of position variables, z is the vector 
of velocities, g (y) are holonomic constraints over the 
system, f are the constraining forces, A is the inertia 
tensor, h represent the free dynamics and G (y) = a:J~) 
is the jacobian matrix of g (y). It can be shown that 
when p = G (y) A -1 (y) GT (y) is nonsingular this 
system has Hessenberg form of size 3; so it will be index 
1I1. 

One way to obtain an ODE from (5)-(7) is by using 
the Reduction Transformation approach [McClamroch, 
1986], which gives rise to a reduced ODE in (y, z). The 
procedure is as follows. First, constraining equation 7 
is derivated twice in order to obtain f as a function of 
(y, z). At this point the following overdetermined DAE 
[Eich et al., 1990] is obtained: 

y z (8) 

z A -1 (y} [h (y, z, u) + GT (y) f] (9) 

O g (y) (10) 

O G(y)y (11) 

f _ ( G (y) A -1 (y) G (y) T) -1 
(G (y) A -1 (y) h (y, z, u) + G (y) z) (12) 

Then the value of f is substituted m (9), and the 
following reduced ODE is obtained: 

y z (13) 

z A -1 (y) [h (y,z, u) 

_GT (y) [G (y) A -1 (y) GT (y)]-1 

[G(y)A- 1 (y)h(y,z,u)+G(y)z] (14) 

where constraints in the system are implicit. 

A different approach. is to derivate again to obtain an 
explicit expression of f. This new system corresponds 
to the underlying ODE of (5)-(7). None of these 
two approaches generates a state space representation, 
while other approaches produce an ODE over a state 
vector representation through the parametrization of the 
constraining manifold [Fuhrer and Leimkuhler, 1991]. 

The position constraints do not appear in the 
resulting expressions due to the problem reformulation. 
This reformulation is mathematically correct but under 
discretization such constraints are not satisfied in 
general, so the numerical solution of the obtained ODE 
will tend to drift away from the position constraints, 
resulting in states not satisfying those constraints. 

Remark 4 The aboye expressions are only correct for 
states if G (y) A -1 (y) GT (y) (reduction index matrix) 
is nonsingular. As it will be seen later, in most 
mechanical systems there exist states where this matrix 
is singular (in practice, they are a subset of singular 
kinematic configurations). 

3.2 DAE Approach 

Although a lot of work has been done in recent years in 
developing DAE solvers [Arevalo et al., 1995], a general 
DAE solver is not yet available. Nevertheless sorne 
powerful tools like GELDJ\. [kunkel et al., 1995] can deal 
with almost any linear time varying DAE system. 

The main drawback of general DAE solvers is that they 
can only deal at most with index II DAE systems. As 
aforementioned, most mechanical systems are index III, 
and it is thus necessary to reduce the DAE system index 
in order to apply a DAE solver. Sorne index II solvers are 
: HEM5 [Brasey, 1994] based on"a half explicit method 
of order 5 [Brasey, 1992]; LSODI [Hindmarsh, 1983] 
based on a fixed coéfficient implementation of Backward 
Differentiation formulas (BDF); and DASSL [Brenan et 
al., 1989] based on a variable stepsize order fixed leading 
coefficient implementation of BDF formulas. In this 
work DASSL, the most popular DAE solver, has been 
used to obtaln numerical results (see section 5). In 
addition to DAE solvers, other tools with additional 
features like sensitivity analysis of DAE systems, are 
under development [Maly et al., 1995]. 

The most forward way to reduce the inde:x of a DAE 
like (5)-(7) is to substitute the constraint equation (7) 
by its derivative. The resulting DAE is index 1I, so 
it can be integrated with available DAE solvers. The 
drawback of this approach is that, as in the examples 
given in the last section, position constraint does not 
appear in the formulation and the numerical integration 
could drift away from this invariants. One approach 
which solves this problem is to reintroduce the position 
constraints with an additional Lagrange multiplier (/1). 
This formulation is called the GGL (.Gear, Gupta & 
Leimkuhler) formulation andOits application to problems 
in the form (5)-(6) gives rise to : 

(15) 
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z 

o 
O 

A -1 (y) [h (y, z, u) + G T (y) f] 
g (y) 

G(y)y 

(16) 

(17) 

(18) 

Sorne formulations, similar to the GGL one, enforce 
additionally the acceleration through the introduction 
of the acceleration constraint jointly with an additional 
Lagrange multiplier. These formulations are called 
stabilized formulations of the Euler-Lagrange Equations. 
Although they are very robust from the numerical point 
of view, they may be inefficient in sorne cases [Petzold et 
al., 1993]. 

In the GGL formulation it is necessary to compute the 
inverst of the A (y) matrix. This is a computationally 
expensive task, and it can be problematic if A (y) 
is closely singular. One formulation that has the 
advantages of GGL and obviates this disadvantage is the 
following: 

y z + G T (y) f.L (19) 

z w (20) 

O -A (y) w + h (y, z) + G T (y) f (21) 

O g (y) (22) 

O G(y)y (23) 

This last formulation is more efficient, owing to the fact 
that the numerical algorithm does not need to invert the 
A (y) matrix, and it has all the advantages of GGL. 

Another approach is the Baumgarte's technique 
[Baumgarte, 1972] which replaces the constraints by a 
linear combination of them and their deriva ti ves, such 
as: 

o = G (y) y + ag (y) (24) 

or 

0= G (y) Y + G (y) ji' + al G (y) Y + aog (y) (25) 

where ai are selected so that the system in g defined 
by the aboye expressions be a Hurwitz polynomial. 
Baumgarte's method leads to a regularization of the 
DAE system, so the Baumgarte DAE and the original 
DAE have identical analytical solution. The main 
drawback of thé method is that the adequate values of 
ai depend on the integration stepsize, so it cannot be 
selected without a numerical study [Ascher et al., 1992]. 

In contrast to index reduction techniques which apply 
differentiation to the Lagrange formulation, there exists 
another technique which applyes the Coordinate-Split 
operator to the variational form of the constrailled 
dynamics [Yen et al., 1994]. This formulation applied 
to (5)-(6) systems' gives rise to: 

P(y)y = P(y)z (26) 
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where 

P (y) z 

O 

O 

P (y) A -1 (y) [h (y, z, u)] 

g (y) 
G(y)y 

X and Y being permutation matrices such that: 

y = Xy1 + Yy2 

(27) 

(28) 

(29) 

(31) 

where Y1 and Y2 are nonintersecting sets of components 
of y. As can be seen, Lagrange multipliers disappear 
from the formulation, so it is not necessary to calculate 
them at each iteration. The Coordinate-Splitting (e S) 
formulation is advantageous in dealing with certain 
highly oscillatory multibody systems [Yen et al., 1996]. 

The aboye formulations can deal with index III DAEs, 
but they cannot be applied when the reduction index 
matrix is singular. One formulation which can deal with 
singular points [Petzold et al., 1993], uses the formulation 
of Baumgarte as starting point, but instead of taking the 
constraints as hard constraints, they are formulated as 
the following minimization problem: 

where 

mln 
f 

1 T 
'2Me Me subject to 

h
4 

fTf < 8 
2 -

(32) 

(33) 

g (y) + hG (y) Y + ~h2G (y) h (y, z, u) 

1 
+'2h2G (y) B (y) f (34) 

Solving for f arises : 

f = [ (G (y) B (y)) T (G (y) B (y)) + El] -1 

[ (G (y) B (y)) T G (y) h (y, z, u) ] 

+ [~(G (y) B (y))T (G (y) Z)] 

+ [:2 (G (y) B (y))T g (y)] (35) 

where B (y) = A -1 (y) G T (y), E and h are numerical 
parameters. Then, the value of f can be substituted in 
(6). With this transformation it is obtained a regularized 
ODE which can be integrated even when G (y) B (y) 
is singular. It is important to note that whether or 
not G (y) B (y) is singular, the minimum takes place 
for Me = O. For the singular case the degrees of 
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freedom generated by the kernel of G (y) B (y) are used 
to minimize the norm of f. This approach is also used 
in other algorithws [Murphy et al., 1990] which cari deal 
with singular cases. 

This methodology gives rise to an ODE system which 
must be integrated by an ODE solver. For this reason it 
properly belongs to section 3.1, but has been described 
here because it is based on the Baumgarte's technique. 

In this paper the Lagrange formulation and the 
modified GGL approach are used. In order to validate 
the methodology a theorical study of singular points is 
al so presented. 

4 DAE Representation of Con­
sirained Robotics Systems 

Constrained robotic systems are those in which the 
movement of the terminal element or of any point of 
the kinematic chain is constrained by holonomic or non­
holonomic restrictions. In the following sections DAE 
systems appearing in constrained robotic systems are 
introduced and studied. 

4.1 Robot Kinematics and Dynamics 

The unconstrained dynamics equations of a robot can be 
written as: 

where B, 8, and jj are the n x 1 vectors of the joint 
variables, velocities and accelerations, M is the inertia 
tensor (expressed as a n x n symmetric and positive 
definite inertia matrix), e is the n x 1 vector representing 
centrifugal and coriolis effects, g is the n x 1 vector 
representing the effects of gravity, J is the 6 x n 
manipulator Jacobian matrix, f is the 6 x 1 vector of 
exerted forces on the robot end effector and T is the 
n x 1 vector of exerted torques in the joints. The free 
kinematics is described by 

x = kin (B) (37) 

where x E 80(3) represents the position and orientation 
of the terminal element in the Operational Space, and 
kin is a nonlinear mapping between the Configuration 
Space and the Operational Space. Orientation can be 
represented by a set of 3 parameters in several ways: 
Euler angles [Meirovitch, 1988], Pitch-Roll-Yaw angles 
[Craig, 1986], or quasicoordinates [Paljug et al., 1994]. 

curve equation singularities 
a·y+b·x=c B2 E [O, 7l"], BI = arctan ( U 

(x-:-a) ~ - 1 
h + -;¡ - B2 E [O, 7l"], BI = arctan (~ 

Table 1: Curve analysis 

4.2 Robot Arm Constrained to a Surface 

4.2.1 System Modeling 

The equations describing the behavior of a robot with 
its terminal element moving over a rigid surface are: 

M (B) jj + e (B, 8) + g (B) = T - JT (B) f (38) 

cp (kin (B)) = O (39) 

where cp (x) is the equation of the constraining surface. 

In this formulation, f has dimension 6 while cp has 
dimension 1; so there are more undetermined variables 
than restrictions. Since this forrriulation generates an 
ill-conditioned problem, it is necessary to reduce the 
number of undetermined variables. This can be done 
taking into account that f is normal to the constraining 
surface [Goldstein, 1950], so: 

f _ CPx T (kin ( B) ) 
- Ilcpx T (kin (B)) 11 f 

(40) 

where CPx represents the gradient vector (8ki~ti (8) ), and 
f is a scalar representing the force module. In this way a 
DAE with only one undetermined variable (f) and only 
one restriction (g) is obtained. 

Expressing (38)-(39) in the form (5)-(7), they become 

B 

w 

O 

w 

M-1 (B) [-e (B,w) - g (B) + T 

_JT (B) CPx T (kin (B)) f 
Ilcpx T (kin (B)) 11 

cp (kin (B)) 

( 41) 

(42) 

(43) 

Remark 5 For this kind of system the index reduction 
matrix (w hich in this case is a scalar) is 

CPx (kin (B)) J (B) M- I (B) JT (B) CPx T (kin (B)) (44) 

1 5 1 
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cp (x) 

t TW 
r················································ 

{W} {ffi} 

Figure 1: Robot arm constrained to a surface 

4.2.2 Singularity Identification 

In this section the relation between the singularities of 
the kinematics Jacobian matrix (J) and those of the 
index reduction matrix (SJ) will be analyzed. 

Proposition 1 The index reduction matrix 44 is singular 
iff cPx T (kin (e)) E Ker{ JT (e) } 

Proof: 

As M represents the inertia tensor, it is a positive 
definite full range matrix, so 44 is a positive semidefinite 
quadratic from. 

As SJ is a scalar, it is singular when it is equal to O. 
This can only happen when 

(45) 

which means that 

cPx T (kin (e)) E Ker{ JT (e)} (46) 

Remark 6 In the particular case 
that Rank{Ker{ JT (e)}} = 1, 46 happens iff the basis 
vector of Ker{ JT (e)} and cPx T (kin (e)) are aligned. 

This remark has a clear physical meaning: it is 
well known that constraining forces are normal to the 
constraining surface, and that jT (e) relates forces in 
the Operátional Space with forces in the Configuration 
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Space; so, when JT (e) and cPx T (kin (e)) are aligned, 
the forces in the Operational Space normal to the 
constraining surface correspond to null forces in the 
configuration space. So it is not possible to uniquely 
determine the constraining forces. 

Remark 7 In the singularity analysis only velocity 
relations are taken into account, so not all the 
singular configuration will necessarily verify the position 
restrictions. 

As has been shown, the proposed method can deal 
with sorne kinematic singularities, although it can not 
deal with the singularities identified before. The nature 
of the singularities will depend strongly on constraining 
surface and robot kinematics. For a 2d. D.D.F. 
planar robot constrained to sorne classes of sur faces a 
complete characterization of the singularities of SJ has 
been developed by the authors [Costa et al., 1995]. Table 
1 shows sorne examples. 

5 Simulations 

In order to show the effectiveness of the proposed 
methodology sorne examples are presented. 

First of all sorne implementation topics are related, 
secondly two simulations, corresponding to the case 
studies are presented. In both cases no controllers 
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are assumed, so the system behaves as an autonomous 
system. 

5.1 Implementation Tools 

One of the most tedious and hardest tasks in 
simulation is the development of the whole set of 
equations and the validation of the models. To facilitate 
this tasks, a methodology which makes them in a more 
natural and optimal way has been developed. The whole 
process is shown in Figure 2. 

First of all, a high level description of the system, 
similar to the ones described in this paper, is built. 
This description is made in a symbolic maner with the 
support of a Robotic Toolbox [Costa et al., 1996], so, 
no numerical data is needed. From this description, the 
symbolic manipulator automatically generates all needed 
expressions like, for example, the derivatives and the 
jacobian matrix. After that, a complete and simplified 
set of equations is obtained. AIso, jointly to this set 
of equations, a symbolic analysis of the problem can be 
performed. This kind of methodology is being highly 
used in numerical analysis of control problems [Campbell 
et al., 1994]. 

Next step is the introduction of the numerical data 
in order to generate the C or Fortran codeo This step 
is automatically performed, saving a lot of time and 
assuring a good implementation that, in addition, could 
be easily modified. 

Once the C or Fortran code is available, the only 
task to do is to simulate the system behavior with a 
DAE solver. The use of numerical software like DAE 
solvers needs the manual tuning of sorne parameters if 
optimal computation times are desired. After simulation, 
numerical data representing. the system behavior are 
obtained. These data can be visualized and analyzed 
with any visualization package. 

A1though the method is presented for a DAE model, 
it can be used in many other approaches. For example 
this method has also been used to generate Reduction 
Transformation models. 

In this work, MapleV R3© [Char, 1991] has been 
used as symbolic manipulator, DASSL [Brenan et al., 
1989] as DAE solver and MatLab™ [MATLAB, 1992] 
as postprocessing graphical tool. 

5.2 Robot Arm Constrained tú a Surface 

In this section simulation results are presented in order 
to complement the theoretical developments. All the 
cases are based on a planar robot, and the orientation 
parametrization has no singularities. So, all the 
singularities are due to kinematic ill-conditionaments. 

The simulation of the behavior of the system 
introduced in Section 4.2 has been performed. As test 
robot, aplanar 2 d.o.f robot with 1m long links, 5kg 
of weight and 1 kg·m2 inertia momentum and its end 
effector restricted to a curve has been used. The designed 
experiment is the following: from time t = O to t = 0.5 
the robot remains in the initial position due to the fact 
that compensating torques are exerted. Then at time 
t = 0.5 the torques are taken off and the whole system 
evolves freely. 

Three different cases have been selected for the 
simulation. In the first one the robot end effector 
is constrained to x = 1; in this case the theorical 
singularities are (O, O), (7r, O), (O, 7r), and (7r, 7r), but these 
singularities do not satisfy position constraints (Figure 3) 
and then the system is free oÍ" singularit.ies. In the 
second one the constraining line is x = O; in this case 
theoretical singularities are the same as that in the case 
stated before, but now (7r,7r) ando (O, 7r) satisfy position 
constraints so they are real singularities of this system 
(Figure 4), because that simulation cannot go on near 
these points. Finally the curve x2 + y2 = 1 has been 
used; in this case there are no theoretical singularities, 
so there are no real singularities in the system (Figure 
5). 

6 Conclusions 

A methodology for modeling constrained robotic systems 
has been presented. This methodology offers simplicity 
of development and numerical efficiency. The presented 
formulation is much more clear and better numerically 
conditioned than other approaches like the Reduction 
Transformation. 

The simulation of two examples is presented. For 
one of them a comparative analysis of the Reduction 
Transformation and the Index Reduction approaches 
has been performed. In this way, the validity of the 
theoretical developments and the great interest. of the 
proposed approach have been confirmed. 

In order to make the model development easier, a 
methodology which allows comfortable model design 
and implementation, has been also proposed. This 
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Figure 3: Evolution for x = 1 (Absolute tolerance 10-3 : relative tolerance 10-3 : integration maximum stepsize 
5 . 10-6 : error 5.249 . 10-11 ) 
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Figure 4: Evolution for x = O (Absolute tolerance 5 . 10-5 , relative tolerance 5 . 10-3 : integration maX1mUm 

stepsize 7.10- 6 . error 1.9.10-16 ) 
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Figure 2: Methodology scheme. 

methodology combines symbolic manipulation with 
numerical analysis. 
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