
Computación y Sistemas Vol. 1 No. 4 pp. 213-227 
© 1998, cle - IPN. ISSN 1405-5546 Impreso en México 

Clustering based on rules and Knowledge Discovery 

in ill-structured domains 


K. Gibert(l) & U. Cortés(2) 
(l)Departament d'Estadística i lnvestigació Operativa (ElO) 


(2)Departament de Llenguatges i Sistemes Informatics (lA) 


Universitat Politecnica de Catalunya* 


Pau Gargallo 5. Barcelona 08028. Spain. 


phone: +34 3 4017323 - Fax: +34 3 4015881 


karina@eio.upc.es, ia@lsi.upc.es 


Article received on 1998. 

Abstract 

It is clear that nowadays analysis of complex systems 
is an important handicap for either Statistics) Artifi­
cial Intelligence, Information Systems, Data visualiza­
tion, ... Describing the structure or obtaining knowledge 
from complex systems is known as a difficult task. It is 
innegable that the combination of Data analysis techni­
ques (clustering among them) , inductive learning (know­
ledge-based systems), management of data bases and 
multidimensional graphical representation must produ­
ce benefits on this lineo 

Facing the automated knowledge discovery of ill~struc­
iured domaíns raises some problems either from a ma­
chine learning or clustering point of view. Clusiering 
based on rules (CER) is a methodology developed in [9] 
with the aim of finding the structure of ill-structured dQ­
mains. In our proposal, a combination of clustering and 
inductive learning is focussed to the problem of finding 
and interpreting special patterns (or concepts) from lar­
ge data bases, in order to extract useful knowledge to 
represent real-world ·domains, giving better performan­
ce than traditional clustering algorithms or knowledge 
based systems approach. 

The scope of this paper is to present the methodology 
itself as well as to show how CER has several connec­
tion points with Knowledge Discovery of Data. Some 
applications are usa.d to illustrate this ideas. 

Keywords: Knowledge discovery of data, data rnin­
ing, clustering, metrics, qualitative and quantitative va­
riables, mixed data, ill-structured domains. 

'This research has been partially financed by T /0'96 

1 Introduction 

In apprehending the world, men constantly employ three 
methods oforganization, which pervade aH of their think­
ing: (i) the differentiation of experience into particular 
objects and their attributes; (ii) the distinction between 
whole objects and its parts and (iii) the formation and 
distinction of different classes of objects. 

This paper deals only with the third method. Most 
practical activities, whether on an in?ividual or so~ial 
level involve classification. Clustering 18 a mathematIcal 
and computational approach for makihg classes on a set 
of individuals (also called objects or events). It has been 
used as a tool for very long from the point of view of 
Statistics, Al, and now in emerging fields like Knowledge 
Díscovery of Data (KDD), Data Mining (DM) ... Ob­
jects are described by several numerical variables (see 
[2], [5]). The classes could simply define a partition o:,er 
the set of objects or consist of a richer representatIOn 
such as hierarchical or overlapping categories, and they 
may be interpreted as diagnoses, predictions ... 

These kind of methods are interesting from a Machi­
ne Learning point of view, be~ause they open a door to 
the automated generation of classification rules sets 
of rules oriented to determining a membership class for 
a given object -, extremely us~ful in knowledge-based 
environments, in particular the diagnostic oriented ones. 
Indeed, several weH known expert systems, as MYCIN 
[31], MILORD [30) or other~, are actually classifiers. 

In so me sense, classification can be seen as a process 
of building a knowledge model for a given domain. That 
is why these methods are also connected with KDD and 
(DM) [6]. 
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KDD and DM are two very young. fields of research. 
Since the earlier 1990s, great advances in computer tech­
nology has taken place and today is possible to gener­
ate very large data sets (i. e. measured in terabytes). 
The size of those Data Bases overcomes the actual capa­
bilities of traditional methods of data analysis and ma­
chine learning for analyzing, summarizing and extracting 
knowledge from them. Intelligent tools are needed for the 
autommatic explotation, as well as for assisting the user 
in the analysis of those data in order to focuss on the 
important knowledge; this is the context of KDD. 

While KDD is the overall process of dealing with 
data to obtain useful knowledge contained in it-- in­
cluding pre and post-processing of the data as well as 
interpreting-oriented tools -, DM refers to those tech­
niques for extracting patterns from raw data [6] whích, 
combined with other tools, leads to a KDD process. DM 
is a wide field including, of course, Statistics in general 
and clustering in particular. 

In fact, we agree with the idea that a number of real 
applications in KDD either require a clustering process 
or can be reduced to it [25]. From this point of view, 
cluatering techniques are an important pile for what is 
known as KDD. Clustering based on rules is a methodol­
ogy developed in [9] with the aim of improving clustering 
in the specific context of ill-structured domains. 

Ill-structured domains (ISD) (in [14] a characterízatiQn 
of them may be found) are frequent in real applications. 
Mental disorders, sea spongea, books classification, fos­
ails, atara ... are examples of ¡SD. 

Actually, ISD refers to complex systems where the con­
sensus among experta is weak - and sometimes non-­
existent. Nontheless, experts use to have some prior 
knowledge on the structure of the domain which is 
hardly taken into account by cluatering methods-. On 
the other hand, when describing the objects, the use of 
qualitative variables become very common. Sometimes 
it is difficult to quantify the concepts, even when they 
are intrinaically numerícal. For example, although the 
size of a data base is clearly quantitative, very often 
is referred uaing some categories as small data base, big 
data base, huge data base and so on. In most cases, quan­
titative and qualitative information coexists in what we 
call non-homogeneous data bases . 

•
As standard clustering methods were originally con­

ceived to deal with quantitative variables, when qualita­
tive variables appear, previous treatments on the data 
matrix are needed (11]. Those preprocessing of data ei­
ther produce some 10ss of information or the introduc­
tion of a certain degree of arbitrariness which will for 
sure affect the results. In general, traditional clustering 
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methods give bad performances on ¡SD. On the other 
hand, building a knowledge based system for an ¡SD is 
also very difficult. Relationships between variables are 
complex, great quantities of implicit knowledge is used 
by the experts and formulation of a complete knowledge 
base is almost impossible. So, systems with low predic­
tive capacity use to be obtained as a result. 

Clusiering based on rules was designed to give bet­
ter performance than traditional clustering algorithms 
or knowledge based systems approach. In our propo­
sal, a combination of clustering and inductive learning is 
focussed to find and interprete special patterns (or con­
cepts) from large data bases, in order to extract useful 
knowledge to represent real-world domains. 

The acope of this paper is to present the methodolo­
gy of clustering based on rules as well as to show how 
this methodology fits in the context of Knowledge Dis­
covery of Data. First of aH, clustering based on rules is 
presented in section §2; then, the connection points with 
KDD are emphasized. 

Sections §2.1 and §2.2 focuss on particularities of the 
methodology. Considering that non-homogeneous ma­
trices are to be analyzed in ¡SD, some modifications on 
the clustering technique were done. Details about the re­
presentation ofthe classes are introduced in §2.2.1, while 
§2.2.2, is con cerned with a new family of metrics that can 
measure distances with messy data. The metrics struc­
ture of this family is proved and a proposa) is made on 
the values of the parameters of the metrics family. This 
measure has been succesfully implemented in a cluster­
ing based on rules system called Klass [9] and [11], and 
applied to very different domains (sea sponges [12], stars 
ofMilki Way [14], thyroid tests [32] ... ). 

Section §2.3 presents some tools oriented to the autom­
matic charaderization and interpretation of the classes. 

Finally, some comparisons with other weH-known sta­
tistical packages to contrast the performance of our pro­
posa!. Although this measure has been al so used in other 
applications, using real data and great ammounts of ob­
jeds, for the purpose of this paper a simulated study §4 
and a data set studied by other authors §3 were chosen. 
The last section presents conclusions and future work. 

2 	 The methodology: Clustering 
based on rules 

As said before, this methodology was designed with the 
aim of solving some problems presented by Statistics and 
Machine Learning in the analysis of ¡SD. We decided 
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to combine t.ools from both knowledge areas to built a 
system able to improve the performance of either clus­
tering and inductive leaming in the context of ¡SD. 

In this section, clustering based on rules (or rule-bas­
ed clustering) is described. Like most KDD processes, ít 
combines prior knowledge from the expert with an auto­
matic clustering method (see §2.1). lt is an iterative and 
Ínteractive process - this are also common charader­
istics of KDD processes [6] structured in two major 
phases which finally the set of objects into á set 
of classes that are presumed to be interpretable: initial­

there is a process of acquisítion of the available back­
ground knowledge even if it is not a complete definition 
of the domain, followed by the clustering process striciu 
sensu. Figure 1 shows a schema of the methodology. 

On the other hand, this methodology helps the user 
to explicit his prior knowledge relevant to the problem 
and there exists an interactive information exchange bet­
ween the system and the user, in Lhe following way: using 
the information automatically produced by the system, 
the expert fills in the gaps in his knowledge about the 
domain structure. Then, he can make this knowledge 
explicit. This implies a new information transfer to the 
system, which, in tum, willlead to the generation of new 
results. 

The main idea is to allow the user to introduce cons­
traínts on the formation of classes; the expert provides.• 
them in a declarative way. Therefore, the conditions im­
posed by the expert induce a sort of s1tper-struciure on 
the domain. Clustering will be performed 1fJithín this 
structure, respecting the user constraints, which may be 
based on semantic arguments. Finally, all the elements 
are integrated altogether in a global structure. Hierarchi­
cal clustering is especially suited for our purposes, mainly 
considering that the expert can provide heterogeneous 
knowledge, i.e. very specific knowledge of small parts of 
the domain, together with more general knowledge about 
other parts. 

At the end of this process, the system has acquired 
the knowledge needed to organize the domain, and the 
expert has succeeded in making explicit his knowledge in 
a. relatively friendly way. 

With the set of objects I {i1 . .. in}, the steps to be 
followed are described below [9]: 

1. 	 Initialization phase 

• 	 First, an initial hierarchical tree 7° is obtained by 
dustering I with the algorithm described in §2.2. 

• 	 Determine the tree-cut 'Po. Tools presented in 2.3 
can be used to decide the number of classes to be 

done as welI as to interpret the meaning of the 
classes. 

• 	 Analyze Po and determine a first set of logic rules 
"Ro containing part of the expert knowledge on the 
studied domain. 

• 	 Step e(e O): Start iteration process 

2. 	 Phase oí background knowledge acquisition: 

• 	 Determine the rule-induced partition P~ on the ba­
sis of"R.E• Build a residual class C~ with those objects 
for whieh no inforrnation is provided. 

• 	 Conflict solving phase: Analyze the objects se­
lected by contradictory rules: If satisfactory, pro­
ceed to the dassification step. Otherwise, return 
to the background kno1fJledge acq1tÍsitíon phase and 
reformulate R. 

3. 	 Clustering phase: 

• 	 Clustering 1vithin expert constraÍnts: 

Pn E is a priori satisfying the expert requirements. 
Perform the dustering for each e E P~ (see §2.2). 
Notice that every e is smalIer than I. Determine: 

i) The eorresponding híerarchical trees 

ií) Their prototypes ~, by summarizing the class 
2.2.1, and 

iii) Their masses m~ = card C. 

• 	 Add the prototypes ~ to the residual class, as if 
they were ordínary objects, but taking ¡nto account 
their masses. The new data set is: 

• 	 Integration phase: Classify i( to integrate all the 
trees 73, (e E Pn E) in the sole 71:. 

• 	 Cut 7t. into partition pHI, either using heuristic 
criteria or automatic tools (§2.3) - which provide 
helpful material for ínterpretation-. Use the tools 
presented in 2.3 for interpreting the meaning of the 
classes. 

• 	 The expert has also to confirm that R( improves 
the classifieation obtained with Rt. -1 in the desired 
way. Tables for comparing different classifications, 
or terms with maj¿r contributíons to the distance 
between them can be used. i) If the classification is 
useful regarding expert goals, proceed to point 4. ii) 
If not, analyze the results to reformulate the rules 
seto Build R H 1, set (e =e+ 1) and retum to 3. 
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Interprelallon 

Figure 1: Methodology. 

4. Results prodtiction phase: 

Automatic generation of final reports is available 
(indeed, UTEX files can be obtained automatically). 
A description of the domain is obtained in terms of 
a prototype that summarizes the contents of each 
class. Our idea is to provide human interpretable 
descriptions of the classes. 

There is a last step oriented to the consolidation of 
the discovered knowledge related to automatic rules 
generation. This will be useful for later predictive 
goals. 

This methodology is a new possibility to perform clas­
sifications of any heterogeneous data matrix as well as 
for building a set of rules to describe the knowledge con­
tained in the domain. Especially good results are ob­
tained when analyzing data from ISD. lf we consicler 
that Fayyad defines a KDD process as the "overall pro­
cess of finding and ínterpreting patterns frorn data, ty­
pically interactive and iterative, invo/ving repeated ap­
p/ication of specific data rnining methods or algorithrns 
and the interpreiation of the patterns generaied by these 
a/gorithrns" [6], it is clear that c/usiering based on rules 
fits closely this definítion, ancl that the data mining tech­
nique is, in our case, the ascenclant hierarchical clustering 
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methocl, which was aclclapted to cleal with non homoge­
neous data matrices. Following Fayyad, two important 
key points of KDD are: í) using domain knowledge and 
íi) domain characterization. It can be seen that those 
elements take important part in the methodology pre­
sented here. 

2.1 Prior knowledge 

Usually, in ISD, experts have sorne prior knowledge 
about the structure of the domain. Including this partial 
information into the clustéring process leads to a quality 
improvement. 

Knowledge is represented by means of lf- Then rules 
in order to provide maximurri flexibili ty and expressive­
ness to the experto Using this approach, collecting prior 
knowledge becomes easier. There is no restriction on the 
structure of the antecedent of the rule and it provides a 
mean of including semantic restrictions on the formation 
of classes. 

Only available knowledge is collected, even if it is a 
partial description of the domain. The clustering pro­
cess, acting as a Data Mining tool, will discover, by itself, 
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the structure of those parts of the domain not described 
in the rules seto 

2.2 The clustering 

As said before, in the kernel of the classification based 

on rules there is a clustering process. An ascendant (ag­
glomerative) hierarchical algorithm is chosen for several 
reasons: first, because hierarchical techniques are widely 
used in clustering (at present); also, because only a hie­
rarchical technique allows the generation of a unique den­
drogramme taking into account the generality level of 
every rule-induced class - by integration of their pro­
totypical representation into the residual class. This is 
the key for working with rules of different degrees of ge­
nerality. 

The output of a hierarchical clustering method lS a 
dendrogramme (see figure 11). 

Klass uses an adaptation of the chained reciprocal 

neighbours algorithm [3], which is based on the concept 
of reciprocal neighbours (RN) . At every step, a pair of 
RN is aggregated in a new class1 . The chained version 
is a quick algorithm of O(n~bj) worst case complexity. 

Significant work has been required on two specific po­
ints of the algorithm to allow classification of hetero­
geneous data matrices: class representation (see §2.2.1) 
and distance between individuals (§2.2.2). 

2.2.1 Class representation. Summarization 

Reciprocal neighbours algorithms often work with a re­
presentative of any class, treating classes and ordinary 
objects the same (which improves computational costs). 
On the other hand, definition of a representative for each 
class (or subclass) will provide proioiypical (concepiua0 

descriptions of the classes, which can be understood as 
a summary of each class, very useful for their interpreta­
tion. 

The calculation of the quantitative components of the 
centre of gravity of a class is easy. For the qualitative 
ones, a way to do that is provided here. In [12] the rep­
resentation of the qualitative components of the centre 
of gravity of a given class are deduced and justified. For 
class e = {'í 1 ... 'ínc}, e e I, where every i E e is de­
scribed by their values in variables X k , (k = 1 : K) in 
the form 'í = (XiI ... XiK), the representative of class e 
is defined as 'lc = (XCI, ... ,XCK), with 

lTwo objects i and i' E I are RN i.ff i is the nearest neighbour 
of i' and vice versa. 
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Xik ifl;fi' E e : Xik 

ifX k quantitativeXcI, = 

((J~l, en, ... (J~nk , e~k)) ifX k qualitative 

(1) 

¡k j 
:..L.­with f~j nc J 

and I~J = number oí individuals oí modality eJ E Vk 
contained in2 subclass C. 

and the vector ((J~l, en, ... (J~nk , e~k)) is, the value .of 

the representative of the class e for qualitative variable 
X k . 

Actually, the centre of gravity of qualitative variables, 
defined as in expression (1), can be considered as a ge­
neralization of the arithmetic mean for a domain where 
addition and product are' meaningless operations3 

. 

On the other hand, taking into account that the ascen­
dant hierarchical tree is a binary tree, recurrent expres­
sions were developed for calculating t,he centre of gravity 
of a class using the centres of gravity of the two subclasses 
joined at each step. Thus, the complexity of calculating 
the centre of gravity is independent of the class size. This 
property is very interesting in the later iterations of the 
process, where the classes could contain a large number 
of objects. 

From a formal point of view, it is remarkable that the 
recurrence found for qualitative variables is exactly the 
same as the existing one for quantitative variables. This 
is a nice property, that allows homogeneous treatment of 
qualitative and quantitative variables in the clustering 
process. 

2.2.2 Mixed metrics 

The reciprocal neighbours algorithm needs a distance de­
fined on the space of obj~cts, so as to identify reciprocal 

2 Th = {c~ . , . c~k } is the set of values that a qualitative variable 

X k can take. 
3Notice that a mean XCk can also be expressed in terms of the 

different values taken by the variable and the observed frequencies 

of these values: f~ x~ + f¿ x~ + ... + fl xr, what remembers 

expression (1) . 
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neíghbour paírs. In faet, there are sorne proposals on thís 
line, like [16] or [15], [19] 01' [17] presenting similarity coe­
fieients to eva]uate proximitites between individuals. AI­
though Klass is parameterized on the met.rics and other 
measures can easily be incorporated and used, a family 
of measures was introdueed in [10], [13] and detailed in 
[11] allowing evaluation of distanees between object.s par­
tíally descríbed by quantitative variables, and partially 
deseribed by qualitative ones. This family of measures 
depend on two parameters a, (J, E 3l: and it is defined as: 

d2 (' ") _ '" (XiI; - X,Jk)2 +..L '" d2(' ") (2)(a,¡'3) 1, ¡ - a L..J 82 n 2 L..J k I,! 

kEq k Q kEQ 

what can be written as d Ca ,¡'3).(i, i') = ad~(i, i) + f3d~(i, i). 

where k E C; if variable Xk is quantitative and k E Q if 
variabie XI; is qualitative; si is the vaTÍallce of variable X k ; 

nQ is the number of qualitative variables' and di (i, i') is the 
contríbutíon 01 k th variable to (i, i) (see expression 4). 

From a theoretical point of view, it has been demonstra­
ted [11] that the proposed measure (called mixed distanee) is 
illdeed a metric4 if: 

(3) 

This condition, which is not very restrictive, means that 
ollly when no qualitative variables are recorded in the data 
matríx the qualitative component can be ignored, and recip­
rocally fo; quantitative ones. 

In fact, the mixed metrics 1& a weigbting betwp.en a ca~ 
nonical normalized Eudidean distance for quantitatíve com­
ponents and an ellhanced X2 -distance for qllalitative ones, 
sllch that the complete inddence table is no longer explidtly 
built. X2 is a metrícs commonly used in dustering for quali­
tative variables. It works on a transformation of the original 
matrix. For ¡SD it is oí significant higher dimension, be­
cause usually, there are great number of modalities for eacb 
variable. We propose to calclllate the dístance between two 
qualitative components in the followillg way: 

O. 

otherwise, 

for individuals 

di( i, i') = (4)
(/i)2 . k 
~,lf Xik = es, and 

ji is a dass 

in general case 

In formula (4), ¡kj represents the number oí individual" 
of the sample tbat are in modality e;; hi is the number oí 

4This enables the clustering using Ward's aggregation criterion, 
and all the clustering methods for metric spaces. 
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individuals in the sample oí the same modality as the element 

i for variable !t'j represents the proportion of individuals 
from the i th subclass satisfying X k = e; and nk is the number 
of modalities oí variable X k, which Ís qualitative. In [11] 
details on the mixed metrics are provided. 

In fact, J,k· 
J 

Using this expression, it is possible to calculate di­
rectly' on the original data rnatrix. In cOllsequence, a 10t of 
calculations can be avoided, as well as physical storage space. 
This is a relevant advance when processing big data sets. 

F'rom the clustering point of view, when the relative dís­
tances among objects are preserved, the classes generated are 
the same (since the same aggregations are done in the same 
order). For hierarchical methods, the resulting dendrogram­
mes are also the same, except for an scale factor existing 
between them. 

In cOllsequence, the ínforrnatioll províded by sorne pairs of 
distallces, d(al,¡'3¡)(i, i') and d(a,,13

2 
)(i, i'), is equivalent, since 

botb of them produce equívalent dassification trees. U Sillg 
this idea, all equívalepce relationshíp over thís family of dis­
tances d(a,¡'3) (i, i') may be defined. 

So ally paír of distances, dZa¡,~l¡) and d(a2,¡'3,) , such that 
one of them can be wrÍtten as a scaling of the other wíll be­
long to the same equiv'alence class. Thus, the equivalence 
conditíon is tbe following: 

d2 d2(' ./) (' .')(a¡ ) I,~ == (a2,1',) 1, I 

In [9] it is showed that == satisfies the properties of an 
equivalence relationship when ' 

(a,f3) E iR+ X - {(D, O)} 

Using sorne heuristic criteria, a proposal on the values of 
the weightíng constants a and f3 is developed [12], [28]): 

a d
2 

nq &;,B = (5) 
~rnax· 

where the d~max' is a truncated5 maximum of He set 
{d~( i, i'), 'Vi, i ' E I} and simmetrically for Q. 

The values of (a, f3) induce an equivalence relationship over 
the mixed metrics family. It ís tben possible to work just 
with the qllotient set, taking as tbe representative of each 
equivalence dass d~o ,¡'3o: 

a f3
<Yo=-- &; f30 (6)

a+f3 a+f3 

Several applications sbowed satisfactory results using these 
values for dassifying I.'iD. Section §3 is an example of that. 
~onetheless, the system rernains open to the use of other 
values upon the user choice. 

5The maximum is calculated after eliminating the 5% of ex­
treme values. 
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2.3 Interpreting tools 

Actually, given a partition (elassification) of a set of ob­
it seems necessary to introduce tools for assisting the 

user in the interpretation tasks, in order to establish the 
meaning of the resnlting classes. Often it is not enough for 
the user to antomatically built the elasses, but to help him to 
understand why those classes where detected. This is another 
irnportant topic of a I<DD system, and this section gives sorne 
ideas about our own approach to this topic. 

2.3.1 Class charaderization 

Sorne statistical packages, like SPAD, inelude several tool8 
to orient the interpretation of a given elassification, as the 
possibility of calculating the contribution of certain variable 
to the Iormation of a elass. However, at the final stage, the 
interpretation itself should be done by the user in a non-sys­
tematic way. In this paper, a system to find one characteri­
zation of a given elass in an automatic way is provided. It is 
based 011 the representative of each elass. This is a summary 
of what is presented in paper [9]. 

Let be the set of eigen values of a variable Xk for a 
given class e. It is defined as the set oí values of )ú taken 

sorne element oí e that are not taken by any element out 
of e. 

Then, a variable Xk is chamcterístic of a class e if A~ =1 
o and Vi E e, Xik E A~. In [SD it is difficlllt to find 
characteristic variables íor the classes of a partition 
p == {Cl , •.• , Ce}. For OUf purposes it ls a180 interesting to 
consider the variables Xk that are partially chamcterístic oI 
a class e. They are defined as X k : =1 0. 

A partition can be characterized by what we call a charac­
terization system (eS): 

s == {(e, X k , A~) : e E P&A~ =1 0} 

If S contains only a tríplet for each class of P, it is called a 
mínimal and complete charaderizatíon system. Sornetimes, 
the characterization system i8 not complete: 

e=lC' 

A procedure to complete those kind oí es is al80 developed, 
based on making sorne Close-\'Vorld Assurnptions and using 
negative lnformation. For the scope of this paper, it is no 
necessary to go into more details. In the application this 
rnethod i8 u8ed for automatically characterize the classes. 

2.3.2 Comparing several classifications 

Sometimes it is interesting to compare two elassifications 
P 1 , P2 oí the same set of objects. In particular, if there exist a 
reference partition, provided by the expert or so, comparison 
will turn on an evaluation of the quality of the results. 

An index S(P1 , P2 ) E [0,1] was defined, to evaluate the 
differences between two elassifications. Grosso modo, it can 
be interpreted as the percentage oI cases not equally classified 
by PI and ·P2. If PI is a reIerence partition oI the objects, 
then 1 - S(PI , P2 ) may also act as a quality coefficient (see 
the application presented in §micros). Significance test on 
that index is actually in progress (in [9] details are provided). 

2.3.3 Deciding the number of classes 

In hierarchical clustering, after a dendrogramme is built, an 
a-cut on the dendrogramme is required for obtaining the final 
partition on the objects. The level oí that a-cut is usually 
decided by observing the dendrogram and the level indexes 
histogram. Big gaps of the cumulated inertia in successive 
classes determines good level" for the cut oI the tree. 

An heuristic based upon this idea has been implemented. 
So, the user may ask for ordering the best partitions of the 
tree owing to a rnaxirnization of the inter-classes inertia. It is 
recommended to choose, among the k best cuts, the one which 
provides a better interpretation. For example, in the section 
4 thi5 procedure recommends partitions in 2, 3, 5 ... for the 
classification oí DATASET 1. 

3 	 An application: Microcompu­
ters 

Among other applications [14], [12], where interpretation of 
the results usually requires a lot oí backgfound knowledge OIl 
the domain, the one concerned with a set of data presented 
in [23], [15] has been selected. This is a well studied train­
ing set, which rnakes possible to compare the performance oí 
clustering with mixed metrics against other methods on the 
basis of a common dataset. 

The data matrix ls abollt 12 american microcornputers des­
cribed by 5 variables, three of which are qualitative: Display, 
AlP, f{eys the data matrix in table 1). 

For these data, and using conceptual elustering proposed 
by Michalski (23], the classification showed in the first column 
of table (2) was obtained. This training set was also treated in 
[15] using both reciprocal nearest neighbours algorithm and 
the linkage method with a similarity measure proposed 
in the same paper. The resulting clusters oí each method are 
"hown in columns 2 and 3 oí table 2. AH these classifications 
contain 4 classes. 

A local expert was al80 cOllsulted. First of all, we want to 
poillt out that he intuitiveli elassified the training set on the 
basis oí most relevant variables. He considered that variables 
ROM and [(eys were much less important for the characte­
rization of microcomputers. Actually, relevance of variables 
could be used as a biasing rule; Ilonetheless, this i5 not taken 
into accouIlt by our syst,em at presento 
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Objects Id. Display RAM ROM MP Keys 
APPLE-II AP COLOR-TV 48 10 6502 52 

ATARI-800 AT COLOR-TV 48 10 6502 57-63 
COMMODORE-VIC-20-A CoA COLOR-TV 32 11 6502A 64-73 
COMMODORE-VIC-20-B CoB COLOR-TV 32 16 6502A 64-73 

EXIDI-SORCERER ES B-&-W-TV 48 4 Z80 57-63 
ZENITH-H8 ZH8 BUILT-IN 64 1 8080A 64-73 
ZENITH-H89 ZH89 BUILT-IN 64 8 Z80 64-73 

HP-85 HP BUILT-IN 32 80 HP 92 
HORIZON Ho TERMINAL 64 8 Z80 57-63 

OHIO-SC.-CHALLENGER OCh B-&-W-TV 32 10 6502 53-56 
OHIO-SC.-II-SERIES OS B-&-W-TV 48 10 6502C -53-;>6 

TRS-80-1 TRI B-&-W-TV 48 12 Z80 53-56 
TRS-80-III TRIII BUILT-IN 48 14 Z80 64-73 

Table 1: Data matrix for microcomputers. 

Id. 

AP 1 
AT 1 1 

CoA 3 1 1 
CoE 1 3 1 1 
ES 4 1 2 2 

ZH8 3 4 3 3 
ZH89 4 4 ;'1 3 
HP 2 2 4 3 
Ho 4 4 3 4 

OCh 3 1 2 2 
OS 1 1 2 2 

TRI 2 2 
¡TRII 4 4 3 3 

Table 2: Different classifications of microcomputers pro­
vided by different algorithms and distances. 

Next, he proceed to determine how the values of each cat­
egorical variable could be grouped. In fact, he was looking 
for the structure of qualitative variables (see table 3), based 
on his background knowledge and experience. 

After that, the expert proposed three general c1assifica­
tions according to the values taken by variables Display, RO""! 
and RAM respectively, and he accepted as meaningful any 

TV I Black fj White 
Color

Display 
Built in 
Terminal 

6502 
Motorola 6502A 

Microprocessor 
6502C 

Z80
Intel (and similar) I

8080A 
Hewlett Packard 

Table 3: Structure of categorical variables (by expert). 
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Figure 2: Dendrogramme for microcomputers. Mixed 
metrics and Ward's criterion with (o: = 0.014 and ¡3 = 
0.986). 

combinatioll of this initial classifications. None oí them had 
four classes, except the one regarding Display, which is shown 
in the Jast coJumn of table (2). 

On the basis oí the distance défined in tItis paper, it is pos­
sible to perform a classification of the data using the Ward's 
criterion. The dendrogramme obtained using the mixed dis­
tance d( a,(3)' with o: = 0.014 and fJ 0.986 as suggested by 
formula (6) is presented íh figure (2). A classification with 
four clusters has been cItosen in order to make easier compa­
rison against the other methods considered here. Extensional 
and prototypical representations of the produced classes are 
described in table (4). 

As a first approach, the expert was asked to interpret the 
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Class 2 3 4 

Display COLOR-TV B-&-W-TV 
Built-in 3/4 

TERMINAJ
Terminal 1/4 

Proto- RAM 40 44 60 64 
ROM 47/4 9 31/4 8 

type 6502 1/2 1/4 
Micro­ 6502A 1/2 1/2 

de proces- ZSO 3/4 HP 
sor SOSOA 1/4 

la i 6502C 1/4 
52 1/4 

57-63 1/4 1/4 1/4 
classe Keyword 64-73 1/2 3/4 92 

53-56 3/4 

APPLE-II 
EXIDI­

ZENITH­
SORCERER

ATARI-800 
TRS-80-1 

H8 

Extensional description 
COMMODO­

OHIO-SC.­
ZENITH­

HP-85
RE-VIC-20-A H89 
COMMODO­

CHALLEN. 
HORIZON 

i 
RE-VIC-20-B 

OHIO-SC.­
TRS-80-III

U-SERIES 

Table 4: Intensional and extensional description of the classes proposed by Klass. 

results from the different methods, in order to evaluate the 
performance of our metrics. From his opinion, the results of 
Klass were based on clear classification criteria: the Display 
followed, with less influence, by Mieroproeessor. This is clear 
from the prototypical descriptions provided by Klass. Mi­
chalski's proposal is also meaningful from the expert's point • 
of view, whereas Gowda's results are less understandable in 
terms of finding clear clustering criteria. Other values of C\', f3 

hot so cIear results too. 

After that, we proceed to perforrn the automatic characte­
rization of those partitions, following the definitions provided 
in §2.3. For the results provided by our approach, the in­
terpretation given by t,he system is extremely similar to that 
provided by the expert: 

SP4 { (C}, Display, Color TV), 
(C2 , Display, B&W TV), 
(C3 , MP,{Z SO,S080A}), 
(C4 , 1Vf P, H P)} 

This can be read in the following way: C} i8 the cIass of 
the computers with color-TV display; C2 gathers those with 
black and white TV displays; C3 contains those computers 
with Intel micropocessor and C4 those with Hewlet-Packard 
inicroprocessor. 

It is no possible to obtain a complete characterization for 
the classifications proposed in [23] and [15]. For example, for 
Michalski's results, the following system is obtained: 

Sp¡ = { (Cl , M P, {6502, 6502A, 6502C}), 
(C2 , M P, H P), 
(C4 , M P, Z 80)} 

and elements of C3 do not have any characteristic value for 
any variable. However, according to the expert intuition that 

Figure 3: Target population. 

Michalski's results are also interpretable, the CS may be com­
pleted by using negative information: conditioning to the e­
lement (C3 , M P, H P) the element (C3 , Display, Built - in) 
characterizes C3 • 

Trying to evaluate in an objective way the proximity bet­
ween pairs of cIassifications, the distances between them 
are calculated (see 2.3). Again, the results produced by 
Klass are the more similar to the expert proposal - with 
6(Exp, Klass) = 0.15 what represents two objects (15%) das­
sified in different classes fo1l6wed by those presented 1Il 

[23] - with 6( M ieh, Exp) 0.46 of differences. 

4 Comparing with other systems 

In order to test the performance of the c!ustering based on 
rules, a sample oí 150 points from three equal cubes located 
in the main diagonal oí the unitary cube (0,1]3 has been sim­
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!DATASEll1 Xl X2 X; ¡Data matrix typ~ 

Quantitative 

Code 

1 Xl X 3X 2 

Interval 
IutervalCode 

[0.0,0.2)a Code lnterval [0.0,0.25)a
b 
 [0.2,0.4) 


b 
 [0.25,0.50) 
 Qualitativea [O, 0.5)2 
c [0.4,0.6) 


[0.50,0.75)
cb [0.5, 1]
d 
 [0.6,0.8) 


0.75,1.00]d 
e [0.8,1.0]y 


Code 
 Interval 
i 

[0.0,0.2) 

b 

a 

[0.2,0.4) 
Mixed3 X 2 X 3[0.4,0.6) 


d 

e 


c 

[0.8,1.0] I I I 

Table 5: The three simulated data sets. 

1.0~
09j '.~ -:-~. I0.8 • 
0.7 :e..to".· 
0.6 "!I'.~ 
0.5 9Po " 

x3 0.4 •• ' 
0.3 
0.2 

1.00.1 
0.0 

1.0 0.5 x2 
0.5 

x1 0.00.0 

Figure 4: Sample to analyze 

ulated. In figure 3 there iB represented the target population. 
Points are described by their cartesian coordínates, namely 
Xl, X 2 , X 3 (DATASET 1). Restriction to three variables is 
interesting since it makes possible understandable graphícal 
representations. 

Assuming a uniform distribution, 50 points oí each sub­
cube are simulated figure 4). In this example, the exis­
tence of three well-defined classes, each of 50 points, is pre­
viously known. 

From the simulated sample, two more data sets were were 
generated by means of transforming one or more variables to 
a qualitative formo Table 5 shows those data sets. The ad­
vantage oí worJqng with simulated data is that real class of 
every object is known. Therefore the degree of missclassifica­
tion can be exactly calculated. 

Each data set has been analyzed using 3 statistical packa­
ges: Klass - which can perform clusteríng based on rules 
using mixed metrÍés-, SPSS [21] - a general purpose sta­
tistical package-, and SPAD [22] - which is oriented to 
multivariate analysís. In all the cases, an ascendant hierar­
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Figure 6: Inertias histogram. 
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1.0 
0.9 
0.8 
0.7 
0.6 
0.5 


x3 0.4 

0.3 
0.2 
0.1 
0.0 

1.0 

1.0 

xl 

Figure 7: Classification in three groups. 

chic al clustering using the reciprocal neighbors algorithm and 
Ward's criterio n is used. In Klass mixed distance is selected 
to pedorm the clustering. Results are summarized bellow. 

For the DATASET 1 The results provided by the three 
packages coincide, as expected, since the mixed metrics is 
equal to the normalized euclidean distance in this case. The 
dendrogramme is depicted in figure 5. The 3-classes structure 
is clear, especially when consulting the histogram of the level 
indexes (see figure 6). The three-classes cut is: 

'P = {el = {il ... iso }, 
e2 = {iSl ... i lOO }. (7) 
e3 {ilOl ••• i 150 } } 

exactly corresponding to the three simulated cubes. Recogni­
tion of the classes was correct, as expected. Table 6 describe 
the existing classes. Figure 7 represents in a graphical way 
the partition identified by the three classifiers. 

SPAD present the disadvantage that clustering is only al­
lowed on the principal components. So, pedorm of peA is 
first needed. For this particular application, the first axis can 
be interpreted as the main diagonal of the cube, which, by 
itself, gathers information enough about the location of the 
points. 

For DATASET 2, the data matrix is qualitative (see codi­
fication in table 5): X2 metrics can be used. All the pack­
ages produce a five classes cut, directly induced by the val­
ues of Xl. However, neither SPSS nor SPAD can work 
directIy with the qualitative data matrix. Data preprocess­
ing is needed. Fhst of aH, transformation of modalities in 
numericaI codes; then, a multiple correspondence analysis; 
finally, a clustering wíth euclidean metrics on the first five 
principal components can be done. Only Klass can dírectly 
deal on the data matrix. 

DATASET :1 is an heterogeneous data matríx. Using the 
mixed metrics with the weighing values proposed in expres­
sion 6, partitions in 2, 4, 6 i 5 classes are suggested by Klass. 

Figure 8: CAJ. Dendrograrnrne for third proveo 

2.67 

1.33 

o 

The second one determined, ag ain , by the categorization of 
Xl as in DATASET 2. In the 3 classes cut, Xl is still a char­
acteristic variable of the classes, in the sense of §2.3.1. The 
corresponding dendrogramme is shown in figure 8. 

Again, neither SPAD nor SPSS can deal directly wíth 
the data matrix. Previous transformation is required. In this 
case, codification of alI the continnuous variables6 

; next, split 
of all the variables in blocks of binary ones1 

; finally, classify 
the complete incidence matríx using X2 metrics8 

• 

Three and 5 classes cuts are identical in all classífications. 
After that, no more coincidences are detected. As an overall 
idea, pedorming a 6-classes cut produces a 3.3% of differences 
between Klass and the other packagesj with a 7-classes cut, 
an 8% of differencesj or even a 23% in a 7-classes cut. 

That is, for this concrete case, the a-cuts of higher levels 
will be the same - this is beca use of the strong structure 
of data, but not for more classes. The use of the mixed dis-­
tance offers a difJerent possibility for classification over mixed 
matrices from those available in SPSS or SPAD, with the 
advantage of processing diiectly the mixed matrix, without 
previous transformations on the data. Often, results provided 
by mixed metrics allows a successfuH interpretation from an 
expert point of view or even by means of autommatic tools. 

6This impliea the introduction of sorne arbitraryness in the pro­
cess, since the result is then highly depending on the codes definí· 
tion. And there are no tools to know a priori how to define them. 
From our opinion, this introduces unstability into the system, what 
is not desireable. 

1Expanding the data matrix to the binary form transforms a 
data matrix of 150 X3 cells to a bigger one (150 X 7). The increase 
is no critical for this particular application, but it use to be in real 
ISD. 

8For technical reasons, this step is done as a. multiple corre­
spondence analysis 01 the complete incidence table, followed by 
clustering of the resulting principal components. 

223 



K. Gibert and U. Cortés: Clusterlng 8ased on Rules and Knowledge Discovery in /II-Structured Domains 

Table 6: Description of the classes. 

Figure 9: Graphical representation of the rules-induced 
partiti0!1' 

8

x1 

1.0 

11 
o 2 I 

¡ ~ 3 :3.0 
0.9 
0.8 
0.7 
0.6 
0.5 

x3 0.4 
0.3 
0.2 
0.1 
0.0 

1.0 

0.0 

Figure 10: A 6-c.lasses cut., using rules. 

4.1 Introducing rules 

Let us introduce semmantics into the system. For this last 
experiment DATASET 1 is used. Suppose that Xl is the 
width of a box, X 2 is its height and X 3 represents length. 
User eould be interested (for storíng purposes, for example) 
in separatíng tall boxes f~om short ones. The set of rules 
n {TI,T2}, where TI : Xl ::; X 2 -+ Tall and T2 : Xl> 
X 2 -+ ShOTt, is i~trodueed into the system. In faet, this 
implies to restríet clustering aeeording to the plan e Xl = X 2 

(see :figure §10). In spite oí the hard strueture of the data set, 
the introduetion of the rules is strongly biassing the clusterillg 
proeess and the resulting dendrogramme (:figure 11) shows a 
dífferent organization of the domain. 

No three classes are deteeted anymore, but the two bloeks 
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429.65 

214.83 

I 

CTall 
k:':ShOTt 

el ..=; c, 

Figure 11: Classification of DATASET 1 using rules. 

down-Ieft central up-right 
Short 23 25 28 
Tall 27 25 22 

Table 7: Comparing P1¡with P4 . 

of tall boxes and short boxes, as well as the three semí-cu­
bes are perfectly identified inside them. Other sets of rules 
could produce different results. Rules can be used to specify 
the clustering objectives, semmantical restrictions or prior 
kowledge relative to the structure of the domain. But strong 
struetures are still recognized by the clustefÍng process. 

In the final step, the user can choose with the assistance of 
the system which is the better level to cut the tree. For this 
'example, the first five suggested cuts are those of 2, 4, 6, 3, 
and 8 dasses. For a 6-dasses partition, comparison to initia] 
partition of DATASET 1 can be performed. The distribution 
of the objects is. shown in table 7 and about half of the ob­
jects are dassified in different wp..ys from both performances 
(6 0.63). In fact, tall and short boxes are separated inside 
every subcube. 

5 Conclusions and future work 

In this paper, the methodology of clustering based on rules 
is presented. It successfully combines Artificial Intelligence 
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techniques with Statistical methods, for finding the structure 
of ill-structured domains (see §2). 

Clustering based on rules uses the expert's knowledge to 
guide the clustering process. The use of this knowledge pro­
duces a great reduction in the ammount of computation re­
quired to classify the domain [8]; it also increases the quality 
of the results. In most of the cases, this process helps the 
expert to make his knowledge relative to sorne parts of the 
domain explicito 

Clear connections between clustering based on rules and 
[{DD are shown along the paper: taking into account prior 
knowledge, applying a repeated Data Mining technique (in 
this case, clustering), including sorne tools interpretation­
oriented to help the user to find the meaning of the clas­
ses... are sorne of the features that remain common between 
a [{DD process and clustering based on rules. 

Clustering based on rules is a methodology for the auto­
matic clustering of objects described using both qualitative 
and quantitative variables. A family of metrics to measure 
distances between individuals that combine qualitative and 
quantitative variables, avoiding as much as possible the loose 
of information and making easier the implementation process, 
was first introduced in [13] and further developed in [11], 
although there are similar proposals as that of [28]. Among 
other characteristics of this metrics, we can mention: 

• 	 To simultaneously take advantage of the qualitative and 
quantitative information as well as the possibility to deal 
with the variables in their original form §3, avoiding in­
termediate transformation of the data matrix. 

• 	 It is no necessary to encode the categorical variables 
to obtain their numerical representation. The grouping 
of quantitative values with the corresponding loss of 
information to get an homogeneous data matrix of 
categorical variables may be suppressed. 

• 	 Considering that the quality of the results may depend 
on the way in which these groups are formed, elimination 
of this process is likely to produce more objective results 
on those classifications. 

• 	 It makes possible to use all those clustering methods 
that require a metric space, like Ward's method, with 
non homogeneous data matrices. 

Different ranges of different kind of variables give a solid 
reason for proposing the mixed distance as a weighted dis­
tance. Different values of a and {3 may be used upon the 
user requirements. If the pair a = 1, {3 O is used, only 
numerical variabl~ are considered to measure the distances. 
On the contrary, a = O, {3 = 1 represents the exclusive use of 
qualitative variables. Any pair a, {3 between these two cases 
represents an intermediate weighing of quantitative and qual­
itative information. The more a increases, the more influence 
quantitative variables in the final distance, and similarly oc­
curs with (3 and qualitative variables. 

The values proposed in formula (6) for the constants a, {3 

are determined on the basis of sorne heuristic criteria shown 
in [11]. Apart from preserving the metrics structure, 

• 	 they represent a neutral situation where every variable 
is equally considered and 

• 	 they provide, in a number of cases, clear interpretable 
results. 

Presenting a family of distances is a general situation that 
may include, as particular cases, the results provided by other 
methods. Indeed, the dusters obtained with other methods 
for a given data set may be obtained using mixed metrics, 
with appropriate values for a and {3. 

For example, for the application presented in §3, using 
a 0.05, {3 = 0.95 and an a-cut at level 2.5, the clusters 
provided by the single linkage method, and presented in ta­
ble (2), are obtained. In this case, the values 0'0 = 0.014 
and {3o = 0.986, suggested by expression 6, give even more 
importance to qualitative variables according tp the fact t~at 
they represent the 40% of the available information. 

Regarding the §3 it can be seen that the characterization 
system proposed in §2.3.1 can help to find the more relevant 
feat ures of every class, contributing to an easy intetpretation 
of them. 

In §2.2.2, mixed distance with the a and {3 values proposed 
in 6 generated higher quality results that other methods. In 
fact, for this particular application, this metrics produce an 
automatic characterization close to the one made by the ex­
pert. 

From §4 the first observation is tRat SPAD deals only 
with principal components and the coincidence degree with 
the other packages depends on how well are those components 
representing the whole set of variables. 

For categorical or mixed data matrices, multiple correspon­
dence analysis and other preprocessing methods are required 
either in SPAD or SPSS ,while Klass can process the orig­
inal data matrix. 

In the analyses of mÍxed data matrices, mixed distance of­
fers a new possibility from those available in SPSS or SPAD, 
with the advantage of processing directly the mixed matrix, 
without previous transformations on the data. Often, results 
provided by mixed metrics allows a successfull interpretation 
from an expert point of view or even by means of autommatic 
tools. 

On the other hand, it is clear that the introduction of rules 
into the clustering process allows the management of semmat­
ics, what is impossible from other clustering systems. In gen­
eral, this is also improving·the quality of the results, especially 
in terms of interpretability (see §4). Anyway, strong structu­
res on the data, overcome any expert constraint expressed in 
the rules base, and remain evident in the final classification. 
This is the case of the cubes application, where the rules im­
posed by the expert cannot hide the general structure of the 
data in three subcubes. This ows to the fact that a case bas­
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ed technique (clustering) is combined with a knowledge based 
one and the results are the combination of the information 
provided by the data (contained in the data matrix) and that 
provided by the expert (contained in the rules). 

From a validation point of view, apart from sorne tools 
provided by Klass, like the similarity between a classitication 
and the expert proposal, the interpretabilityof the re/mlts has 
been used as a criterion on the classitications quality, sínce, 
at present, assessing the clustering results i5 not a very well 
solved question [4]. For the specific application presented in 
§3, clusters provided by Klass using the (Yo and /30 values 
suggested in formula (6) with mixed metrics tit rather well 
the classification proposed by the experto 

We can conc1ude that experts use to be able to interpret 
the results obtained with the heuristic presented here, as it 
has been observed from other applications in different fields 
(as sea sponges [12]). 

Anyway, comparisons among classifications are still infor­
mal, and it will be interesting to have more objective cri­
teria to validate them. Distances between "expert classifica­
tíons" and "automatic classifications" would be a numerical 
way to do that. This research 18 actually in progress [9], and it 
hopefully will provide a tool to accept or reject a classitication 
according to expert's criteria. 

On the other hand, it will be also interesting to introduce 
the concept oí relevance of a variable into the system [1]. 
As a first approach, giving weights to the variables may be 
considered, although there may be sorne other possibilities. • 
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