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Abstraet 

Using domain knowledge in unsupervised learning has 
shown to be a useful strategy when the set of examples of 
a given domain has not an evident structure or presents 
some level of noise. This background knowledge can be 
expressed as a set of class~fication rules and introduced 
as a semantic bias during the learning process. 

In this work we present some experiments on the use 
of partial domain knowledge with the tool LINNEO+, a 
conceptual clustering algorithm. The domain knowledge 
(or domain theory) is used to select a set of examples that 
will be used to start the learning process, this knowledge 
has neither to be complete nor consistent. This bias will 
increase the quality oi the final groups and reduce the 
effect oi the arder oi the examples. Some measures oi 
stability 01 class~fication are used. 

The improvement oi the concepts can be used to en­
hance and correct the domain knowledge. A set oi heuris­
tics to revise the original domain theory has been exper­
imented, yielding to some interesting results. 

Keywords: Knowledge Acquisition, Domain Theory, 
Ill-Structured Domains, Clustering Methods. 
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1 Introduetion 

The use of unsupervised learning to discover use fui con­
cepts in sets of non classified examples allow to ease the 
labour of rule construction for knowledge bases. Tools 
that helps to this labour and that in crease the quality 
of the knowledge obtained are very desirable specially if 
the domain has problems of ambiguity, lack of a clear 
structure, use of qualitative and quantitative knowledge 
or lack of a broad consensus between experts. 

In this work we present the methodology used by 
LINNEO+ [Béjar, 1995; Béjar et al., 1997; Sánchez et 
al., 1997], that has been extended to use domain knowl­
edge in order to semantically bias a conceptual clustering 
algorithm [Michalski & Steep, 1983; Fisher, 1987]. This 
knowledge helps to obtain more stable classifications and 
more meaningful concepts from unclassified observations. 

It is shown, also, that little knowledge can produce 
considerable gain, despite of the ambiguity or the partial 
incorrectness of the knowledge. This ambiguity can be 
also solved using the improved classifications, performíng 
specializations or generalizations that correct the prob­
lems on the domain knowledge. 

This paper is organized as fo11ows: section 2 is devoted 
to give sorne basic notions about LINNEO+. In §3 we 
give a detailed description of the concept of domain the­
ory and its use in the classification process, §4 exposes an 
example to illustrate the effects of the bias in the quality 
of the results. §5 describes the heuristics used to revise 
the domain theory using the improved classificatioIl, §6 
shows an example of theory revision and compares it with 
the previous results. In §7 sorne conclusions are given. 
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2 LINNEO+ 

LINNEO+ is a knowledge acquisition tool oriented to 
ill-structured domains, domains with a weak structure, 
imprecise information and a membership function of the 
observations to the concepts. It uses an unsupervised 
learning strategy and incrementally accepts a stream of 
observations, trying to discover a cIassification scheme 
from the data. As a control strategy it retains only the 
best hypotheses that are consistent with the observations 
given a similarity criterion. Part of LINNEO+ could 
be considered as conceptual cIustering method with two 
tasks critically important for its performance: cluster­
ing, which determines useful subsets of a dataset; and 
characterization, which determines a concept for each 
extensionally defined set discovered by cIustering. The 
final characterization of the classes is build-up by GAR 
[Riaño, 1994] as a rule seto This task needs from an ex­
pert to accept (or reject) the resulting cIusters. Other 
modules try to better exploit observational knowledge 
from the dataset, or take advantage of the experts knowl­
edge if available. 

The expert has to define a set of observations that he 
thinks as sufficient to model the domain and also defines 
a set of attributes relevant to the cIassification goal in­
tended. The expert is allowed to represent attributes by 
means of two predefined types: Quantitative, Quali­
tative. For each observation, a vector is defined whose 
length (n) is just the number of attributes. Classically, 
this vector is the value vector for each property of the 
object, then the usual representation of an object is: 

Oi = (( Attributek, Valuek) +) 

In LINNEO+ this representation has evolved to a more 
expressive one: 

where Status could adopt one among the following valu­
es [Missing, N ought, Illegal, Acceptable]. The status 
denotes implicit information about the value of an at­
tribute, for a given object, the idea is to exploit this addi­
tional information. AIso we maintain the representation 
(Attribute. V alue) because it is more compacto So, when 
the status of an attribute is Acceptable, that means that 
for a given Attributek its Valuek belongs to the range, 
otherwise the Value is just its Status. 

M issing has the traditional interpretation. Two al­
ternative strategies are used in order to substitute the 
missing value. The first consists on assigning a value for 
that Attribute using the mean of the values or the value 
with greater frequency in its column, it is an a priori 
approach. The second, tries to induce the values after a 

classification excIuding the objects with missing values, 
it is an a posteriori approach. The values of the cIasses 
that are more similar to the objects with the missing 
values are used. LINNEO+ uses the second approach. 
When Ji¡ ought appears as status, it means that for this 
object the value of that attribute is irrelevant, and a spe­
cial treatment is given while the classification process is 
running. 

When the status is Illegal, the interpretation is more 
complex, because it means that this object can not 
have an Acceptable value (nor other status) for this 
Attributek, because there exists an structural or causal 
dependence with sorne Attributew , which absence or 
presence forbids Attributek to have a meaningful value. 
This information can be viewed as a part of the do­
main theory and it is treated after the cIassification step 
[Béjar, 1995J. 

Once the expert has selected the attributes and the ob­
servations sample, the classification process starts. This 
process induces a tentative conceptual structure for the 
domain assuming that all the available information is 
present in the dataset. In general, any inductive classifi­
cation process will group objects into classes using sorne 
criterion of similarity. We decided to use the classical 
concept of distance. 

The numerical values are normalized to the interval 
[O, 1 J in order to avoid the influence of the different scales. 
The distance that will be used, in the example, for deter­
mining the similarity between two objects, Oi and Oj, is 
the generalized Hamming distance: 

n 

d(Oi,Oj) = '~E)diff(Oík,Ojk)) (1) 
k=l 

where dif f(Oik, Ojk) is, for a qualitative attribute, 1 if 
Oik and Ojk are different modalities and ° otherwise, 
and for a quantitative attribute, it is the absolute value 
of their difference. 

This similarity measure is very simple to compute and 
helps to find easily a preliminar y structure. Each at­
tribute has the same contribution to the similarity (in 
the interval [O, 1]), so, this allows to mÍ?C the two kind 
of attributes and to study the influence that have in the 
description of the data. 

The center of a clasSi is obtained by calculating the 
mean value for each quantitative attribute of every ob­
ject. For qualitative attributes, the center includes each 
one of its modalities with its corresponding occurrence 
frequency. Note that the center of a cIass is considered 
as the prototype of the objects contaim;d in the cIass. 
The distance between an object and a cIass prototype 
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can be taken as the inverse of the degree of membership 
of the object to the class. 

The aggregation algorithm builds clusters of similar 
objects given a initial parameter that we call radius that 
selects the level of generality of the induced concepts. A 
scheme of the algorithm is: 

1) Use the first object of the dataset to generate the 
first class. 

2) For each one of the remaining objects in the dataset, 
the best class among the current ones is selected. 
The best class for an object is the one in the previous 
set of classes with minimum distance to the object. 
Two things can happen at this moment: 

a) Distance to the best class is less than the cu­
rrent classification radius. In such case, the 
object is included in the class and the center, 
of class is recalculated. While recalculating the 
center sorne ob jects may escape from the center 
and locate themselves farther than the radius. 
If this happens, these objects are eliminated 
from the class and mar ked as not classified in 
the first step. 

b) Distance to the best class is greater than the 
current classification radius or there is not a 
best class. In such case a new class is created. 
The vector of the object currentIy under consi­
deration becomes the initial center of the class. 

3) The objects marked as not classified in the first step 
are now reclassified but this time without modifying 
the centers to avoid endless recalculation. 

The result, once it has been confirmed by the expert, is 
a list of classes. Two aspects are taken into account when 
representing a class: its extensional description and its 
intensional description. The first is given by the enumer­
ation of all elements contained in the class. The second 
one is a vector containing n attributes representing the 
class center. 

The incrementality of the algorithm has the effect that 
the results depend on the order of presentation of the ob­
servations [Fisher et al., 1992]. Sorne syntactical heuris­
tics has been developed to reduce this effect called not­
yet heuristics [Roure, 1994; Béjar, 1995]. 

This methodology has been successfully applied to 
sorne real domains as mental illnesses [Rojo, 1993], ma­
rine sponge classification [Béjar, 1995] and fault diagnose 
in wastewater treatment plants [Sanchez et al., 1997] 
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3 U sing a Domain Theory 

In this section we introduce the concept of domain the­
ory (DT) that expresses what the expert can explain 
about the domain that he is defining. We will describe 
the syntax used by the expert in order to define a do­
main theory and the role that this knowledge plays in 
the classification process. 

3.1 Defining a Domain Theory 

In unsupervised learning, and specially in ill-structured 
domains, the description of the observations is not 
enough usually to build up a set of concepts. The noise of 
the observations, the existence of irrelevant descriptors, 
or the non homogeneity of the sampling of observations 
can deviate the learning process from a meaningful re­
sult. It is desirable, thus, a guide from a higher level of 
knowledge to assure the success of the acquisition. 

In our methodology, we allow the expert to define as 
Domain Theory (DT) as a group of constraints guiding 
the inductive process. Therefore, the DT semantically 
biases the set of possible classes. This DT acts just as a 
guide; it does not need to be complete. It could be very 
interesting for the experts to play with several definitions 
of DT as they could model several levels of expertise or 
to obtain different classifications using different points of 
view or bias. LINNEO+ with no DT available acts just 
as an apprentice with a syntactic heuristic to group ob­
jects by their similarity. The expert is allowed to express 
his DT in terms of rules that determine the definition of 
a part as the definition of classes he already knows to 
existo A rule is composed by a class name (an identifier) 
and sorne constraints, a set of conditions that elements 
must fulfill in order to belong to the class. LINNEO+ 
accepts the following syntax to express rules: 

L_val = Valuel(Value+) 
Op = = I neq(#) I > I < I >= I <= I range 
Clause = (Op L_val attributei) I (rellisp_exp) 
CompClause = Clause I (or Clause+) 
Rule = (CompClause+ ===} C j ) 

"(rel exp)" stands for a relational expression between 
attributes expressed in LISP sYlitax,it is not expected 
that this expression will be complex; lval could be a n011-
nulllist of modalities in the case of qualitative attributes. 
and a single value in the case of quantitative attributes: 
Attributei is the target attribute and, C j is a dummy 
identifier for the set of objects that satisfies this rule. 
Each clause in a rule represent a conjunction and the 
or operator allows to express disjunctio11s. This syntax 
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could be easily adapted to a given domain, if needed. 

3.2 Biasing with a Domain Theory 

If the expert is able to build a DT, it is possible to use 
this knowledge to bias the classification using the con­
straints as a guide to preprocessing the dataset. Even 
in ill-domains the expert knows that to ignore sorne at'­
tributes for certain classes can be useful, because those 
attributes are not relevant in the prediction of class mem­
berships. In the same way, the expert, knows that there 
are other attributes, or their conjunction, that could be 
used with a certain degree of confidence to try to predict 
class membership. The idea is to create a partition of the 
dataset using the rules defined by the expert in mean­
ingful parts, the objects with sorne knowledge about its 
relation (those described by the rules). Those objects 
that not fulfill any of the rules are treated as without 
Domain Theory. 

The treatment of the dataset is done previously to the 
classification as follows. AH the objects that satisfies a 
rule (Ri ) are grouped together (SR;)' Sometimes the 
expert gives more than one rule to constraint a set (or 
class.). Sometimes, when rules are too general, two or 
more rules select the same object, in this case a special 
set is created and the rules pointing to that object are 
attached. All the objects that do not accomplish any 
rule are grouped in a residual seto After this process is 
carried out to a maximum, LINNEO+ generates r + 2 
sets of objects, where r is the number of sets that the 
expert has constrained. 

In each one of these sets, except for the special and the 
residual, LINNEO+ starts a classification process and 
eventuaHy, creates at least a class for each one. Then a 
new process begins with the centers of these classes as 
seeds of the new classification and the rest of objects. In 
this process new classes can be formed corresponding to 
classes not described by rules. 

The bias is obtained by the reordering and previous 
grouping of the obser"ations in a meaningful scheme, 
rather than by the random order of the unbiased process. 
This yields to a more meaningful set of classes, more in 
the idea that the expert has of his domain structure. 
This avoids also the instability induced by the ordering 
of the observations. 

4 Experiments with a Domain 
Theory 

In order to test the effect of a domain theory in the 
process of classification, we have written a small set of 
rules for the Soya bean domain (See Table 1) to bias the 
resulting classes. These rules have been built by hand, 
inspecting the prototypes of the classes of a unbiased 
classification, and extracting the attributes more distinc­
tive. This set of rules is neither complete nor consistent, 
because we just want to show that only a small piece 
of domain knowledge is enough to improve the stability, 
and therefore the quality, of a classification. These rules 
select 130 observations from a total of 307. 

The experiment was carried out by comparing two sets 
of 20 random ordered classification using LINNEO+ of 
the Soya bean dataset [Michalski & Chilausky, 1980] ob­
tained from the UCI Repository of Machine Learning 
Databases and Domain Theories [Murphy & Aha, 94]. 
The first without using the domain theory, and the sec­
ond using our set of rules as domain theory. 

In order to compare the resulting classifications we 
have developed an algorithm that provides a measure 
of the differences between two classifications [Béjar, 95; 
Béjar et al., 1997; Faith & Belbin, 1986]. This measure, 
that we call structural coincidence, is used to provide a 
value for the stability of each set of classifications, as the 
mean of the difference of each pair of classifications in the 
seto Among these differences, it is taken into account the 
coincidence of objects in the same group and the number 
of classes of each classification. 

Another measure of stability that is used in the com­
parison is based on the coincidence of the pairs of associ­
ations of observations between two partitions described 
in [Faith & Belbin, 1986], this measure decreases with 
the similarity. 

The stability of a classification of the Soya Bean 
dataset without the DT is 77.6% for the first measure 
and -1013.4 for the second. The stability using the DT 
increases to 91% for the first measure and -4285.6 for 
the second. A cross comparison between the two sets of 
classification yields a value of 79.9% for the structural 
coincidence. This value has been calculated comparing 
each class resulting from each method with aH the others 
and then getting the average. The interpretation of this 
value is that the classifications using the domain the­
ory are similar to those created without using a bias but 
much more stable. 

Another result is that in the set of classification with­
out domain theory the number of classes is inside the 
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«= (diseased) fruit-pods) «= (lt-normal) plant-stand) 
(= (colored) fruit-spots) (= (severe) severity) 
(= (norm) seed) (= (brown dk-brown-blk) canker-lesion) 
-> frog-eye-leaf-spot) (1) -> pbytophthora-and-rhizoctonia-root-rot) (2) 
«= (norm) fruit-pods) «= (dk-brown-blk) canker-lesion) 
(= (tan) canker-lesion) (= (abnorm) seed) 
(= (lt-norm norm) precip) (= (gt-norm) precip) 
-> charcoal-and-brown-stem-rot)(3) -> anthracnose)(4) 
«= (abnorm) seed) «= (fev-present) fruit-pods) 
(= (tan) canker-lesion) -> cyst-nematode(6) 
-> purple-seed-stain) (5) 
«= (norm) leaves) «= (above-sec-nde absent) stem-cankers) 
(= (gt-norm) temp) (= (brown) canker-lesion) 
-> diaporthe-pod-and-stem-blight) (7) (= (norm) fruit-pods) 

-> diaporthe-stem-canker-and-brown-spot) (8) 
«= (lover-surf) leaf-mild) «= (upper-surf) leaf-mild) 
-> downy-mildev) (9) -> povdery-mildev) (10) 
«= (no) lodging) 
(= (v-s-marg no-v-s-marg) leafspots-marg) 
(= (90-100%) germination) 
-> brown-stem-rot-and-herbicide-injury) (11) 

Table 1: A Soya Bean Domain Theory 

Dataset Without DT with DT 
Marine Sponges 73.3% 80.9% 
Mental Illnesses 74.5% 88.5% 
Wastewater 63.7% 69.5% 

Table 2: Structural coincidence in other datasets 

interval 15 to 21, however using the rules the number of 
classes is inside the interval 15 to 19, both with a mean 
of 18 classes. 

Applying this technique to other datasets yields simi­
lar results as can be seen on Table 2 [Béjar, 1995]. 

In the light of these results, we can say that the use 
of domain knowledge in unsupervised learning reduces 
the problem of obtaining meaningless groupings and also 
it reduces the instability induced by an improper input 
order. 

5 Domain Theory revision 

Due that the domain theory that the expert gives for the 
biasing process could be inconsistent or incomplete, it is 
worth to try to improve it in sorne automatic way. Sorne 
systems in machine learning try to improve incomplete 
or incorrect domain theories using labeled examples in 
order to fue the errors [Ourston & Mooney, 1993]. Our 
system is unsupervised, so we have to trust the classes 
formed in the classification process and the source of de­
tected error s can only be the use of the DT previous to 
the classification. 
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We have been experimenting with sorne heuristics for 
theory revision. These heuristics are very conservative 
and do not change a lot of conditions in the rule, they 
only try to discover the minimum set of changes that im­
proves the selectivity of the rule and that are consistent 
with the formed groups. The heuristics can only revise 
the clauses applied to one attribute with the operators 
=, =1=, >, < and range, and not with rel expressions 
(see 3.1) .. 

This revision has two parts. When a dataset is clas­
sified using the domain theory, two classes of rules may 
appear if we observe the consistency of the resulting par­
titions. There is a set of rules that selects a definite set of 
objects that no other rule selects, we call this set non col­
lision rules. There is another set of rules whose sets of ob­
jects intersect among them. These are ambiguous rules 
and the multiple selected objects cannot be assigned to 

,a definite seto So, the revision can be done separately for 
each set of rules. First, to improve the non collision rules 
trying to generalize them or by deleting superfluous con­
ditions. Second, to correct the ambiguous rules, trying 
to specialize them in order that no object is selected by 
more than one rule. A more extended description of this 
process can be found in [Béjar, 1995] 

5.1 Revision of Non Collision Rules 

These rules can be treated separately, because all of them 
have their own set of examples, classified in one or more 
groups. The objective of this pro ces s is to fit the rules 
with the groups but not that of selecting objects from 
other groups. 
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This irnprovernent has two phases. Firstly, the phase 
of specializing. Sorne rules can have an extension so 
broad, or excessive disjunctive conditions, that can pre­
vent a later generalization. So, sorne of these conditions 
can be restricted or dropped in order to be consistent 
with the values of the objects in the classes selected by 
the rules. This can be done for exarnple by eliminating 
modalities that do not appear in the values of a class 
frorn an equal (=) clause, or to restrict the < and > 
clauses to the upper and lower bound of the attribute in 
the prototype of the class, respectively. 

The second phase is generalizing. Not all the objects 
frorn a class are selected by the rules that had gener­
ated it. It is desirable that the rules cover the rnaxirnurn 
nurnber of objects of this class. A way to achieve this 
is to generalize the conditions extending its ranges or 
dropping conjunctions, only if these changes are consis­
tent with the rest of classes of the dataset. This gener­
alization can be done for exarnple by introducing more 
modalities in a equal (=) condition, rnodalities that ap­
pear in the class and have not been used by the expert or 
to change the clause to a range clause with the bounds 
of the attribute in the prototype. AIso, it is possible to 
test the effect of eliminate each one of the conditions of 
the rule. 

This process can broad the extent of the rules consis­
tently with the classes forrned. The corrected rules can 
help the expert to refine his knowledge. 

5.2 Revision of Ambiguous Rules 

This set corresponds to rules too general, or to classes 
where the expert cannot differentiate accurately. To 
treat these rules it is necessary to calculate what groups 
of rules are in conflict and what objects are the conflic­
tive. 

As inforrnation to correct those rules, it is taken into 
account the classes that group the conflictive objects and 
the rule that has forrned this group. It is a logical as­
surnption that of assigning the conflictive objects to the 
rule that has forrned the class the objects belong too 

The objective is to specialize each rule that has sorne 
conflicts using as constraints the observations that it has 
not to selecto The way to do this is to specialize the rule 
constraining its conditions or adding new conditions that 
exclude the conflicting observations. 

The selection of the conditions is done by selecting the 
attributes of the classes (of the rule) that have values 
not present in the non desired observations. With these 
attributes, it is possible to construct new clauses in order 

to specialize the rule. If the attribute is quantitative, 
a clause that selects only the values between the range 
present in the classes can be constructed. If the atttibute 
is qualitative, a clause that test that the rnodalities are 
only those present in the classes, can be constructed. 

The specialization process is done by selecting sorne 
of the candidate clauses. Each clause is tested with the 
clauses frorn the rule. The clauses selected are those that 
reduce the rnost the selection of non desirable observa­
tions and rnaintain the selection of correct observations. 

This is a very conservative heuristic, because prefers 
to rnaintain the selection of sorne non desirable observa­
tion if an excessive specialization excludes sorne of the 
correctly selected observations. 

After the specialization process, a generalization can 
be done testing if sorne of the original conditions of the 
rule are now unnecessary due to the new added condi­
tions. 

FUture studies will include the creation of rnultiple 
rules starting with the original rule as a cornrnon pre­
fix, or the over specialization of a rule and a posteriori 
generalization that allows to regain observations. 

This heuristics can be used iteratively, reclassifying the 
observations with the corrected rules in order to rnake use 
of the irnproved dornain theory and to try to correct the 
rules within the new classification ,process. The process 
converges when no rule is corrected. 

6 Evaluating the Revised Domain 
Theory 

The sarne dataset has been used in order to evaluate the 
heuristics for correcting rules, but and artificiaUy arn­
biguous dornain theory has been constructed (See Table 
3). There are, in this case, 12 rules (sorne of thern group­
ing more than one category) that select 178 objects (33 
in the special class) frorn a total of 307. 

Concretely, the rule nurnber 9 has the following col­
lisions: rule 1 (6 observations), rule 2 (2 observations), 
rule 5 (2 observations), rule 6 (1 ob~ervation), rule 10 (5 
observations), rule 11 (3 observations), rule 12 (40bser­
vations); the rule nurnber 8 has the following collisions: 
rule 3 (8 observations), rule 10 (2 observations). The 
total nurnber of conflicting objects is 33. 

After the correcting process, the nurnber of collisions 
has been reduce tüo 7 objects, specializing 3 rules as can 
be seen in Table 4. 
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«= (diseased) fruit-pods) «= (lt-normal) plant-stand) 
(= (colored) fruit-spots) (= (severe) severity) 
(= (pot-severe) severity) (= (none) int-discolor) 
-> frog-eye-leaf-spot) (1) -> phytophthora-and-rhizoctonia-root-rot) (2) 
«= (norm) fruit-pods) «= (dk-brown-blk) canker-lesion) 
(= (tan) canker-lesion) (= (abnorm) seed) 
(= (lt-norm norm) precip) (= (gt-norm) precip) 
-> charcoal-and-brown-stem-rot)(3) -> anthracnose)(4) 
«= (abnorm) seed) «= (norm) leaves) 
(= (tan) canker-lesion) (= (gt-norm) temp) 
-> purple-seed-stain) (5) -> diaporthe-pod-and-stem-blight) (6) 
«= (fey-present) fruit-pods) «= (no) lodging) 
-> cyst-nematode(7)) (= (tan) canker-lesion) 

-> herbicide-injury) (8) 
«= (lt-80%) germination) «= (above-sec-nde absent) stem-cankers) 
(= (norm) plant-groyth) (= (brown) canker-lesion) 
-> bacterial-pustule) (9) (= (norm) fruit-pods) 

-> diaporthe-stem-canker-and-brown-spot) (10) 
«= (loyer-surf) leaf-mild) «= (upper-surf) leaf-mild) 
-> downy-mildey) (11) -> poYdery-mildey) (12) 

Table 3: An Ambiguous Soya Bean Domain Theary 

«= (no) lodging) 
(= (y-s-marg no-y-s-marg) leafspots-marg) 
(= (90-1001.) germination) 
-> herbicide-injury) 
«= (lt-normal) plant-stand) 
(= (severe) severity) 
(= (brown dk-brown-blk) canker-lesion) 
-> phytophthora-and-rhizoctonia-root-rot) 
«= (lt-80%) germination) 
(= (norm) plant-groyth) 
(= (absent) leaf-mild) 
(= (absent brown-y/blk-specks) fruit-spots) 
(= (norm) seed-size) 
-> bacterial-pustule) 

Table 4: The Corrected Rules 

Rule Before After Rule Before After 
Num 1 18 24 Num 2 17 17 
Num 3 10 17 Num4 31 31 
Num 5 8 8 Num 6 5 6 
Num 7 6 6 Num 8 2 2 
Num 9 41 41 NumlO 11 14 
Num 11 7 10 Num 12 6 10 

Table 5: Number of Objects Selected 

The number of objects selected by each rule after and 
befare the corréction can be seen in Table 5. 

The structural coinciden ce with the ambiguous rules 
is 88.9% With the corrected rules it has been increased 
slightly. The value for the structural coincidence has 
been increased to 89.6%. It is not expected a great in­
crease of stability because the number of selected objects 
by the domain theory has not been increased, but the 
gain of stability is maintained. 

Applying this technique to other datasets with expert 
build domain theories yields to similar results, a slightly 
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increase of stability is obtained, but the selectivity of the 
rules is increased [Béjar, 1995]. 

7 Conclusions 

It has been shown that the use of domain knowledge as 
semantic bias in a unsupervised learning algorithm in­
creases the quality of the result although. The domain 
knowledge does not need to be perfect, and can have 
sorne ambiguities or inconsistencies, an increase of sta­
bility of the results could still be achieved. 

This knowledge aids also to cope with the ordering 
effect that suffer all incremental algorithms, biasing the 
pracess towards a meaningful result, obtaining a better 
set of concepts. 

The fix and revision of the domain knowledge can also 
be done, obtaining a benefit fram the better classifica­
tion. Ambiguities can be detected and corrected observ­
ing the nature of the obtained groups and generalizing 
and specializing the knowledge in arder to fit the descrip­
tion of the concepts. 

7.1 Future Work 

More extensive studies about heuristics to correct do­
main theories have to be done. Less conservative meth­
ods have to be evaluated in arder to obtain a better set 
of new rules. 

Sorne studies about how to generate new rules starting 
with the original rules specializing in order to fit them to 
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each of the different classes that can generate have also to 
be done. It is possible to generate one rule for each class 
with the original rule as a prefix. This can build a hier­
archy of rules that can ease the use of this methodology 
in order to build knowledge bases for Knowledge-Based 
systems. 

Information about relevance of attributes and causal 
structure can aid also to guide the process of selecting 
the adequate attributes to specialize rules. 
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